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Abstract: Artificial intelligence (Al) technologies used in professional translation
question the effectiveness of human-Al interaction. Deep learning can mimic human
cognitive processes, accordingly suggesting that Al could reproduce the logic and
mechanics of the source text in the target language. The study necessitates an
objective assessment of the neural machine translation (NMT) naturalness, which
will apply prompt engineering to optimize the translation process, save resources,
and ensure the sustainable development of super-central and central natural
languages of the world. The study employs English rhyming/non-rhyming pun-based
jokes, and the corresponding Russian translations performed by both professional
translators and by ChatGPT-40, with the prompts for human and Al translators being
the same. The results obtained were processed using linguistic and translation
analysis followed by textometric and statistical analysis. To evaluate the humorous
effect of the translated jokes and to identify signs of artificiality in these jokes,
150 informants were surveyed. The study established the degree of humorous effect
and the naturalness criteria for the translated jokes. While the source text lacks
terminology, specialized words and complex grammar, the Al-generated translations
were perceived as complex due to literalisms and calques. Conversely, human
translators prefer a holistic translation technique and are more flexible to interpret
imagery and syntactic structures of jokes. This highlights a greater creative freedom
of human translators, who avoid stereotypes and generate novel interpretations. In
conclusion, the study measures the effectiveness of Al as an auxiliary tool for
translating and assessing pun-based jokes.
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Artificial vs human intelligence:
A case study of translating jokes based on wordplay

Problem

How to identify and evaluate translation naturalness in pun-based jokes using Al and
human response if target texts are created (1) by ChatGPT-4o, or
(2) by professional translators?
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AHHOTanusi.  BHengpeHume  TEXHOJIOTMII  MCKYCCTBEHHOIO  HWHTEIUIEKTa B
npodeccroHaIbHBIN MEepPeBO] CTaBUT BOMPOC 00 3(PPEKTUBHOCTH B3aMMOAEHCTBUS
HUCKYCCTBEHHOTO M €CTECTBEHHOTO HWHTEJUIeKTa. [nmyOokoe oOydeHHe CIOCOOHO
MMUTUPOBaTh KOTHUTHUBHBIE MPOLECCHl, MpHUCylue 4YenoBeKy. COOTBETCTBEHHO,
MOXHO TPEANOJIOKHUTh, YTO MCKYCCTBEHHBI MHTEIEKT CIIOCOOEH BOCIPOM3BECTH
JIOTUKY ¥ MEXaHHUKY HCXOJHOTO TEKCTa Ha MepeBOJALIEM S3bIKe. AKTYyalbHOCTb
UCCIIEIOBaHUs OOYCIIOBJIEHA HEOOXOAUMOCThIO OOBEKTHUBHO OLEHUTh CTENCHb
€CTECTBEHHOCTH HEMPOHHOTO MAITUHHOTO TepeBosa. [10M00HbIN MOIX01 TTO3BOJIUT C
MIOMOIIIbIO NTPOMIIT-UH)KMHUPUHIA ONITUMU3HUPOBATH MPOLECC NIEPEBOAA, COKOHOMUTD
pecypchl U 00ecieynTh YCTOMYMBOE Pa3BUTHE €CTECTBEHHBIX SI3bIKOB, 3aHUMAIOIINX
LEHTpPaAJIbHbIE U CYNEpLEHTPaJbHbIE MO3UIUK B OOIIeH HepapXuH S3bIKOB MHUDA.
HccnenoBanue TMpoBENEHO HAa MaTepuaje aHMIOSA3bIYHBIX PU(PMOBAHHBIX H
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Hepr(MOBaHHBIX IIYTOK, OCHOBAHHBIX HAa UTPE CJIOB, M NIEPEBOJIC TAHHBIX ITyTOK HA
PYCCKHH SI3BIK, BBITIOJIHEHHOM KaK MpPO(eCcCHOHANBHBIMH TEPEBOAYMKAMHU, TaK M
Heiipocersto ChatGPT-40. IIpu 3TOM BaKHO, YTO MPH BBIMOJHCHUU MOCTABICHHON
3aJa4yd MPOMIITHI ISl €CTECTBEHHOTO U HCKYCCTBEHHOT'O MHTEJIEKTa COBIIAJANH.
[TommydeHHbIe pe3yabTaThl MPOLIUTH O0O0pPaOOTKYy METOJAaMU JIMHTBUCTHYECKOTO H
MEPEBOAUYECKOT0 aHAIM3a C MOCIEAYIOMEeH TEKCTOMETPUUECKOM M CTaTUCTUYECKON
obOpaboTkoi. [lysi ompeneneHuss CTENCHH BBIPAKEHHOCTH FOMOPUCTHYECKOTO
s dexTa nepeBeACHHBIX IYTOK U IS HACHTH(PUKAIIMKA MPU3HAKOB HCKYCCTBEHHOCTH
B TEKCTax IIyToK Obwio ompomieHo 150 uadopmantoB. B pesynsrare Obuta
YCTAHOBJICHA CTENICHb BBIPAXKECHHOCTH IOMOPUCTHYECKOTO () (PeKTa B mepeBeaCHHBIX
IIyTKaX ¥ OINpeNeIeHbl KPUTEPUU €CTECTBEHHOCTH mepeBona. Ha ¢one oTcyTcTBUs
TEPMUHOJIOTUH, CIICIUAIBHBIX CJIOB U CJIIOKHBIX TPAMMATHYECKUX CTPYKTYp B TEKCTE
Ha  S3BIKE-MCTOYHHMKE, HMCKYCCTBEHHO CrEHEPUPOBAHHBIM TEKCT TMEpeBoja
BOCIPUHUMAJICS MHQOPMAHTAMU KaK CIOXHBIA 3a c4yeT OyKBaJM3MOB U KaJek.
EctecTBeHHBIE TEKCTHI TIEPEBOJIa OCHOBAHBI HA IICIIOCTHOM IPEOOPA3OBAHUH H
XapakTepU3ylTCcss  THOKOCThIO  HMHTEpIpeTalud  00pa3oB,  MOABUIKHOCTBHIO
CHHTAKCUYECKHUX CTPYKTYpP. DTO CBHIETEILCTBYET O OOJBIIECH TBOPUECKOW CMEIOCTH
MePEeBOIYNKA-UETIOBEKa, CIIOCOOHOTO YHTH OT CTEPEOTHUIIOB M CO3[aTh HOBBIH,
He3allTaMIIOBaHHBIH  00pa3. B  3axmoueHne oueHuBaercss APPEKTUBHOCTH
MCKYCCTBEHHOI'O MHTEJUIEKTa KaK BCIIOMOIaTeJIbHOIO MHCTPYMEHTA MpU MEPEBOJE U
OIICHKE ITYTOK, OCHOBAaHHBIX HAa UTPE CJIOB.

KiroueBble  caoBa:  VcKycCTBeHHBIM — MHTEIUIEKT;  [IpOMIT-WHKUHUPUHT;
EcrecrBennocts mepeBona; lllyTku, ocHOBaHHBIE HA WTpe CIOB; DPPEKTUBHOCTH
HEWPOHHOI0 MAalIMHHOTO MEePEeBOAa
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1. Introduction

Translation has long become one of the
major spheres of Al application. First attempts
to employ machines to convey the logic and
mechanics of the source text in the target
language date back to the pre-digital era of the
first half of the 20" century (automatic
translation term base system invented and
patented by P. Smirnov-Troyansky, 1933).
First digital approaches to tackling text
generation for translation purposes emerged
in the 1950s as rule-based machine
translation, which later evolved into example-
based machine translation in the 1980s. The
1990s saw a new approach to machine
translation based on statistics which
dominated the sphere well through the 2000s
(first Google Translate and similar solutions)
up to 2015 when the neural network approach
took the leading part. Since 2016, General
Pre-Trained Transformer (GPT) has been
introduced not only in amateur translation, but
also has become an indispensable tool for
professional translators.

The past decade has formulated a
number of interdisciplinary issues concerning
human-Al interaction, e. g.: Al ethics, text
generation authorship rights, translation
quality control management, etc. At the same
time, specific psycholinguistic issues instigate
research into human vs Al cognitive
processes, text evaluation, and Al detection,
which, in turn, requires new assessment tools
for the neural machine translation (NMT)
naturalness. Prompt engineering has proven
effective for translation process optimization
as it saves resources and stimulates linguistic
research of languages across the globe with a
special focus on so-called super-central and
central natural languages. Such languages
occupy leading positions at the national and
international levels. English and Russian
represent one of the most popular translation
pairs in the world, with both languages
competing with each other to occupy the
super-central  position. This competition
covers human communication issues, but also
takes place in the Al-related sphere. Today,
the question arises whether the status of

high/low resource language is true for all Al-
related tasks as there is evidence that even
high resource languages might lack reliable
solutions to identify Al-generated texts. It is a
challenge for the Russian language as well
since there is a global need to detect and
avoid misinformation and fake news and to
achieve greater accuracy of information in
texts that we produce and receive. Our
awareness related to Al-generated texts has
become a pressing issue, as it imposes certain
ethical implications in case of blind usage of
Al-like content, and relies heavily on the
belief that humans are able to evaluate texts
for their naturalness.

2. Background

To compare Al-generated and human
translations, linguists need to tackle several
issues.

First of all, there is a lack of knowledge
on whether large language models (LLMS)
can employ a translation process in the same
or similar way as human translators. In
academic circles, there is a common
understanding that “current LLMs are
approaching human-like general intelligence,
the extent to which LLM can emulate such
strategies remains underexplored” (He et al.,
2023). Yet the discussion of whether LLMs’
language ability can be understood in the
same terms as human thinking is still open as
researchers state that “LLMs have poor
reasoning skills despite possessing human-
level language skills” (Bang et al., 2023).

Dealing with Al-generated translations
requires a deep understanding of prompt
engineering approaches. One of the basic
features of a prompt is its component
structure, including but not limited to the
following: directive, output formatting and
other instructions, style/genre instructions,
role. The focus on translation-related issues
requires a deeper insight into roles. According
to recent research, there are two design
principles: speaking style imitation (lexical
consistency and dialogic fidelity) and role-
specific knowledge and memory injection
(script-based and script-agnostic knowledge)
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(Wang et al., 2023). These criteria can provide
responses that ensure lexical alignment with
the role as well as infuse role-specific
knowledge.

Another issue regarding prompt
engineering is that of understanding human
texts. Undoubtedly, “Generative Pre-trained
Transformers (GPTs) have revolutionized
natural language processing. Each iteration
pushes Al language models forward with
transformative capabilities” (Pan et al., 2017).
At the same time, it should be mentioned that
communication always originates in response
to social motivations (Pfaff, 1979). Thus, the
question is whether it is plausible to monitor
social factors and register social response in
human-Al communication and whether these
parameters are able to prevent users from
functional and syntactic constraints as they
might “reflect semantic and communicational
properties of discourse” (ibid.).

Among a range of text generation tasks,
machine translation traditionally is considered
at the sentence and contextual levels and
presupposes such challenges as: ambiguities,
low-resource languages, and long sentences
(Becker et al., 2024).

It is worth to note that another
important task here is automatic text
evaluation. Today, there are dozens of online
tools, although they are reported to be
unreliable, providing a 50% quality score,
which means that their measure is general and
the prediction is random (Pan et al., 2017). It
is claimed that “text evaluation aims to assess
the quality of hypothesis text h in terms of
certain aspect a (e.g., fluency), which is
either measured manually with different
protocols <...> or quantified by diverse
automated metrics” (Fu et al., 2023).

One of the main issues concerning the
inconsistency of automatic systems is that in
many cases they rely on n-gram overlap
between two texts, which does not take into
account meaning-preserving lexical and
compositional diversity (Zhang et al., 2020).

Traditionally, human evaluations are
assumed to be the best to identify and assess a
text. The obvious drawbacks of human

evaluation are the following: expensiveness,
high latency, and inability to fit in a daily
model development pipeline (Sellam et al.,
2020). In contrast, Al detectors are cheaper
and more accessible, which makes them
instrumental for quantifying preliminary or
final results and for the system optimization
(Celikyilmaz et al., 2021; Yang, Wang et al.,
2023).

Human or Al evaluation is always a
challenging task (Goddard et al., 2024) as the
object we deal with here is an open-ended
product. It means that the same input can
result in multiple responses as an output, so
human evaluators are supposed to perform
much better due to their flexibility and
creative freedom. Fundamentally, this means
that automatic metrics just tries to replicate
human decisions and cannot be as important
and self-sufficient as a human (ibid.).
Nevertheless, there is evidence that humans
also detect Al-like content at chance level.
Some studies dealing with the issue of Al-
generated essay identification reveal that
human evaluation accuracy is 59% on average
compared to 61% for ESL teachers and taking
in account the maximum level of 67%, which
requires exposure and self-training (Fraser et
al., 2024).

Papers dealing with human evaluation
issues usually compare translation capabilities
of GPT models and humans varying in terms
of language pairs and translation directions
(Puduppully et al., 2023; Etxaniz, et al.,
2023). The problem is that there is no uniform
approach to the metrics, e. g.:

- unaligned target/source words,
punctuation, monotonicity (Hendy et al.,,
2023);

- quantitative analysis: part of speech
(POS) and sentence length (Yang, 2023;
Doughman et al., 2024);

- word frequency, sentence length (Jiao
etal., 2023);

- number of whitespaces, empty line,
inline whitespaces, punctuations, trailing
whitespaces, lines with leading whitespaces,
maximum length (Oedingen et al., 2024);
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- accuracy, coherence, readability, and
human likeliness (Cano, Bojar, 2020);

-syntactic and lexical diversity;
repetitiveness; coherence; purpose (Gryka,
2024);

- intrinsic methods assessing similarity
of the systems’ output to a reference model or
quality criteria or employing user like
measure (Likert or rating scales); extrinsic
methods based on user task success metrics or
system  purpose success metrics: An
evaluation type where a given system is
evaluated by measuring whether it can fulfil
its initial purpose (Gkatzia, Mahamood,
2015);

- connect/disconnect (the text looks
right/wrong) (Schuff et al., 2023), etc.

To distinguish between Al-generated
and human-translated texts, we also need to
understand the extent to which it is possible to
apply differentiation criteria.

According to current academic research
analysis, the number of metrics used to create
an estimation model can reach 130, including
such linguistic characteristics as “lexical,
semantic, and syntactic properties of a text, its
coherence, as well as sequences of part-of-
speech tags, some word-formation patterns,
and general-language frequency of lemmas”,
etc. (Blinova, Tarasov, 2022).

Al-generated texts produce a new
academic issue of naturalness vs artificiality.
Before GPT, translation naturalness used to be
associated with ‘taste’ and characterized by
lack of objectivity in terms of grammar and
vocabulary (Rogers, 1999). Today, academic
literature features a different understanding of
naturalness, which is now described in terms
of accuracy, clearness and flow. Another shift
in meaning concerns the sphere of application
of the naturalness criterion: from students’
academic works to literary translations.
Therefore, the academic polemics
concentrates on the correlation between
attraction and naturalness of the text from the
reader’s viewpoint (Fadaee, 2011). Another
modern approach to naturalness correlates it
to accuracy and introduces three types of
translation errors according “to the tension

between naturalness and accuracy, which are:
natural — inaccurate, unnatural — accurate, and
unnatural — inaccurate” (Obeidat et al., 2020).

Being an issue of psycholinguistic
nature, the appeal of translated texts to the
audience should include a wide range of
attributes, among  which emotional
intelligence has already become one of the
major cornerstones. It can be assumed that
naturalness cannot be achieved without an
effective interpretation and management of
emotion-infused information (Li et al., 2023).

3. Aim of the study

The study is aimed at devising an
objective approach to identify and evaluate
translation naturalness of pun-based jokes for
two sets of translations: neural machine
translations (NMT) and those performed by
humans. Meeting the naturalness requirement
via prompt engineering will facilitate the
optimization of language resources and
sustainability for English-Russian NMT. Both
languages belong to central natural languages
currently competing to occupy the position of
a super-central natural language of the world.
In terms of NMT, it means that the study deals
with a high-resource language pair.

To evaluate the naturalness of
translation, we need to perform the following
tasks:

1) to define the humorous effect of the
jokes;

2) to identify signs of artificiality in the
jokes;

3) to establish the degree of humorous
effect and the naturalness criteria for the
translated jokes;

4) to measure the effectiveness of NMT
as an auxiliary tool for translating pun-based
jokes.

4. Materials and methods

4.1. Stage 1

This study analyzed seven English
rhyming/non-rhyming jokes, which are based
on wordplay (pun in particular) and devoid of
opaque or complex words and contexts.
Consequently, in the collective unconscious
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they are not regarded as “intellectual”, i.e.,
requiring profound exegesis, and are often
referred to as ‘dad jokes’. The linguistic
mechanisms underlying these jokes are
transparent and straightforward, typically
relying on ambiguities at the phonological,
morphological, or semantic levels. Resolving
those ambiguities (e. g., incongruity between
literal and figurative meaning of words)
triggers a response of laughter. Structurally,
pun-based jokes consist of set-up phrase
followed by a punch line. The jokes selected
for this study were chosen based on two
criteria:

1) “clash-of-languages” criterion
focusing on systemic differences between
English and Russian, which pose a particular
difficulty for translators since the form and
content of the respective source and target
languages do not coincide one-to-one;

2) novelty criterion ensuring that the
jokes selected have not been previously
translated into Russian.

The list of jokes is presented below:

1. What did the pirate say when he
turned 80? Aye matey!

2. Candy is dandy but liquor is quicker.

3. | took the shell off my racing snalil,
thinking it would make him run faster. If
anything, it made him more sluggish.

4. Two windmills are standing in a field
and one asks, “What's your favorite kind of
music?” The other says, “I'm a big metal
fan”.

5. “lI have a split personality”, said
Tom, being frank.

6. | tried catching fog yesterday. Mist.

7. I can’t believe I got fired from the
calendar factory. All | did was take a day off.

Stage 1 applies linguistic analysis to
look into the humorous effect created in these
pun-based jokes English jokes and to define
linguistic features of each of the English
jokes.

Linguistic features processed via this
analysis which are further statistically
aggregated using the textometric approach
(Corizzo, Leal-Andreas, 2024):

1) text: type and numbers of
punctuation marks, average sentence length;

2)  repetitiveness:  unique  n-gram
quantity!, word frequency assessment
normalized to 1 (comparison to the 3K, 5K
and 10K most used words in the given
language)?;

3) emotional semantics: sentiment
score3;

4) readability*: automated readability
index; reading difficulty; grade level; age
range; Flesch-Kincaid index; Coleman-Liau
index;

5) part-of-speech (POS): frequency of
certain word types in the text (analyticity
index, verbality index, substantivity index,
adjectivity index, pronominality index,
autosemanticity index).

The dataset as well as linguistic analysis
data for the presented research is available
online®.

4.2. Stage 2

Stage 2 involves the translation process
followed by the translation analysis and
performed for the resulting jokes in Russian
which were generated by human and Al
translators separately.

Human translations (HT) were carried
out by fourth-year students enrolled in the
“Translation and  Translation  studies”
educational program at Don State Technical
University  (Rostov-on-Don, Russia), in
liaison with the corresponding teaching staff
providing expertise; the translations were
produced as part of the “Translation Analysis”

1 Unique n-grams frequency counter:
https://corpus.by/NgramFrequencyCounter/
2 English word lists:

https://www.oxfordlearnersdictionaries.com/wordlists/
oxford3000-5000; https://word-by-word.ru/ratings/top-
10000-words

Russian word lists:
https://ru.wiktionary.org/wiki/IIpunoxenue:Criucox_q
actotHoctd_no HKP

3 Sentiment  scores: https://text2data.com/Demo;
https://products.groupdocs.app/classification/ru/text

4 Readability scores: https://readabilityformulas.com;
https://readability.io

5 https://github.com/RudenkoElena88/Artificial-Vs-
Human-Intelligence-in-Translation
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course. Students were instructed regarding
procedures to be followed in translating jokes
involving pre-drafting, drafting and post-
drafting (Mossop, 2000).

To objectively assess the effectiveness
of neural machine translation (NMT) as an
auxiliary tool for translating pun-based jokes,
we utilized the latest ChatGPT-40 model.

To elicit the desired responses -
translations produced by ChatGPT-40 — we
used a prompting template called cross-
lingual thought prompting (XLT), introduced
by Wei et al. and aimed at stimulating “cross-
lingual and logical reasoning skills to enhance
task performance across languages.” (Wei et
al., 2022) The principal criterion for choosing
this particular method was the fact that it is
“effective under multilingual scenarios” (Shi
et al., 2023). The template is comprised of the
following six logical instructions that guide
the model’s behavior:

| want you to act as a task_name expert
for task_language.

task_input

You should retell/repeat the input_tag in
English.

You should task_goal.

You should step-by-step answer the

request.
You should tell me the output_type
(output_constraint) in this format

‘output_type:’ (ibid.).

Based on this template, we asked
ChatGPT-40 to think step-by-step to solve a
translation task, an example of instantiated
prompt is given below:

| want you to act as a translation expert
for Russian.

Request: B oannom Ouanoce s xouy,
ymobsbl mbl  OCUCMBOBAN KAK ONbIMHbBLU
NepeBooyUK C AH2UICKO20 SA3bIKA HA PYCCKULL.
Teoss 3aodaua: coxpaHums npu nepesooe
WYMKU C AQH2TULLCKO20 A3bIKA HA PYCCKULL USPY
cnoe6e, m.e. aoexeammulil iOMopucmuquKud
sppexm. Ecau uepy clo8é HA aHIUNCKOM
A3bIKe HEeBO3MOJCHO Nepeoamsv HA pPYCCKUll
A3bIK Yepe3 UOeHmuuuwlli obpas, noobepu
HOBbBLI YKBUBANEHM HA 0py2ux OCHOBAHUAX,
KOMOpbltl N0360UNL Obl COXPAHUMb USPY CJLOS.

Tebe HystcHO nepesecmu ci1edyOWYI0 WymKy ¢
anenuticko2o szwvika na pycckuti: ‘What did
the pirate say when he turned 807 Aye matey!’

You should retell the request in English.

You should do step-by-step joke analysis
to translate the joke from English into
Russian.

You should step-by-step answer the
request.

You should tell me the joke translation
in this format ‘[lepesoo wymxu:’.

In most cases, the initial translations
generated by ChatGPT-40 did not fulfill the
communicative purpose of the joke. As a
result, further dialogue was needed to give
refinement to translations, ensuring that the
jokes retained their humorous effect in
Russian; the contextual dialogue involved
different conversation techniques:

- expressing disagreement with the
results obtained and asking the model to
generate two or three more translations;

- explaining the reason why the joke
translation was not amusing and asking the
model to retranslate the joke with regard to
explanations;

- asking follow-up questions;

-encouraging GPT to improve its
effectiveness etc.

The dialogues with ChatGPT-40 varied
in terms of length and techniques used,
continuing until a pronounced satisfactory
humorous effect was achieved. The
instantiated dialogues are provided in
Appendixes 1-8°.

4.3. Stage 3

Stage 3 focuses on linguistic features
and corresponding confusion parameters of
each of the Russian jokes generated by human
and Al translators, which characterize the
humorous effect created in Russian. It is
important to note that these are the same
linguistic features and the same approaches as
those employed at Stage 1 for the English
dataset.

8 https://github.com/RudenkoElena88/Artificial-Vs-
Human-Intelligence-in-
Translation/tree/main/Appendixes
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To assess the degree of humorous effect
in translated jokes, we employed a binary
branching model for structuring joke-types

(Zabalbeascoa, 2005), which enables us to
classify a set of translations generated by
LLM into jokes and non-jokes (see Figure 1).

Figure 1. Set of solutions S: binary branching tree structure for translating problem P.
Pucynok 1. burapHOe aepeBo MepeBOUSCKUX PEIIeHU S TS TepeBoIdecKoi 3a1aau P.

2) S-set for P (joke)

/\

[1] same joke

/\

[2] same type

/\

[3] any joke

N\

[4] compensatory
tactic effect

It should be noted that some jokes’
translation solutions are dependent on a
particular translation practice when it is
important for a translator to understand what
constitutes the same joke, same type of
humour etc. This requires to adapt the
following classification of translation solution
types to suit our objectives concerning the
translation and evaluation of jokes:

1) maintaining the initial play element
and/or imagery;

2) partial loss of the initial play element
and/or imagery;

3) using a different play element and/or
imagery;

4) loss of the initial play element,
resorting to compensatory tactics — using
other stylistic or structural means (similes,
hyperbolae etc.);

5) complete loss of the initial play
element without compensation.

Translations, produced by ChatGPT-4o,
were evaluated as adequate if they fell into
solution-types 1-4.

[5] no special

) S-set

N\

[1] NO

A\

[2] NO

n binary splits
[n] NO=[n+1]

Human and automatic evaluations were
processed using the following approach to
statistically evaluate naturalness/artificiality
criteria applied in this paper (adopted to the
study from (Pan et al., 2017)):

1. True Positive Rate (TPR/RecaII) -

TPR/Recall = ——
TP+F

TP = number of human-translated jokes
correctly labelled as human-translated,

FN = number of human-translated jokes
incorrectly labelled as Al-translated,

TP+FN = the total number of human-
translated jokes

2. False Negative Rate (FNR) -

FNR = —— , Where:
TP+ FN

FN = number of human-translated jokes
incorrectly labelled as Al-translated,

TP = number of human-translated jokes
correctly labelled as human-translated,

TP+FN = the total number of human-
translated jokes.

3. True Negative Rate (TNR) -

TNR = , Where:

TM+FP
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TN = number of Al-generated
translations  correctly labelled as Al-
translated,

FP = number of Al-generated
translations incorrectly labelled as human-
translated.

TN+FP = the total number of Al-
generated translations.

4. False Positive Rate (FPR) -

FPR = =& , Where:
THN+FP

FP = number of Al-translated jokes
incorrectly labelled as human-translated,

TN is the number of Al-generated
translations  correctly labelled as Al-
translated,

TN+FP = the total number of Al-
generated translations.

5. Accuracy (ACC) —
TP+TN
Accuracy = ——————, where:
TP+TN+FP+FN

TP = number of human-translated jokes
correctly labelled as human-translated,

TN = number of Al-generated
translations  correctly labelled as Al-
translated,

TP+TN+FP+FN = the total number of
jokes.

.. . TP
6. Precision — Precision =

TP+FP’

where:

TP = number of human-translated jokes
correctly labelled as human-translated,

FP = number of Al-generated
translations incorrectly labelled as human-
translated,

TP+FP = the total number of jokes
labelled as human-translated.

7. F1 Score — Fl1 =—

el

Recall +Prec'i.si|:l.'1
which represents the harmonic mean of
precision and recall.

This stage also identifies signs of
artificiality in the Russian jokes via global
translation strategy analysis as well as
measures the effectiveness of NMT relying on
human and automatic evaluations.

The humorous effect and naturalness of
both human- and Al-powered translations was
measured using questionnaire, consisting of a
set of questions given below.

- Are you male or female?

- How old are you?

- Please rate your command of English
on a scale of 1 to 10 (1 being lowest, and 10
being highest).

- Which joke do you think is the
funniest?

- Which joke translation(s) do you
believe were generated by Al?

- Which words or expressions in the
translation(s) of joke (number) indicate that
the text might have been generated by Al?

Additional remarks should be made
regarding the design of the questions.

The question “Which joke do you think
is the funniest?” was presented in a multiple-
choice format offering 3-5 translation variants
produced by both human and Al-translators
intermixed. An important point we would like
to emphasize is that the respondents in this
section of the survey were not informed that
the jokes were translated, they were presented
as if they were originally composed in
Russian. This approach intended to steer the
respondents’ attention towards evaluating the
intensity of the humorous effect, as providing
additional information at this stage could have
diverted respondents’ focus.

In the second section of the survey, it
was revealed to respondents that the jokes
were translated. They were offered the
original joke in English and asked to identify
which translations were generated by Al. One
of the multiple-choice options included “All
translation variants were produced by a
human”.

Automatic evaluations of the translated
jokes were performed using online GPT
detection tools:

- Al Detector?;

- BypassGPT?® reportedly performing Al
detection via GPTzero, Copyleaks, ZeroGPT,
Crossplag, Sapling, Writer, Content at Scale;

- GrammarChecker®.

Vhttps://plagiarismdetector.net/ru/ai-content-detector
8 https://bypassgpt.ai/ru
? https://www.grammarchecker.com/ru/ai-text-detector
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5. Results and discussion

5.1. Generalized portrait of human
evaluators

The first three figures depict the
generalized portrait of the respondents, with
the majority being female and within the age
range of 18-24. Most respondents evaluated
their proficiency in English on a linear scale
from 1 to 10, with most rating their
proficiency as relatively high (7 to 10). The
target group of respondents comprises
students and the teaching staff at Don State

Figure 2. Age distribution among the respondents

Technical University (Rostov-on-Don,
Russia). The gender imbalance and age
distribution reflect the current demographic
situation at this university (68% of female
respondents vs 32% of male respondents).
Most respondents demonstrated a high self-
assessment of their language competence. A
linear scale was chosen because not all
respondents are familiar with the CEFR
framework, which assigns a specific level of
language ability.

PucyHok 2. PactipenienieHrne pecroHCHTOB 110 BO3pacTy

How old are you?

150 responses

20 17(11.3%
T .
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“@r L)
15;14 (9.314:(9.3%)

7 (4.7%)

0
3

18 20 23 26 30

| AT eI 4 (2.7%)
2(1.3%) 2(1.3%) 2(1.392(1.392,(13%) 2

3 (293 (2%) 3 (2%) 3 (2%
3% 34 ( (1.5(1u)

20,
(A

.o

10.7%) TCAT(CAT(CT(0.7"

37 42 45 50 55 "8

Figure 3. Distribution of respondents’ perceived command English
Pucynoxk 3. O1ieHKa pecrioHIecHTaMU COOCTBEHHOTO YPOBHSI BIIJICHUS aHTITUHCKUM SI3BIKOM

Please rate your command of English on a scale of 1 to 10 (1 being lowest, and 10 being highest).

150 responses

30

20

26 (17.3%)

16 (10.7%)
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5.2. Joke 1 data

5.2.1.Joke 1 translation generation
results

Joke 1, in its original English version, is:
‘What did the pirate say when he turned 80?
Aye matey!” The wordplay in this joke is based
on the homophonic similarity between I'm
eighty’ and ‘Aye matey’.

The resulting translations for Joke 1, their
creators and humour effect mechanism are as
follows:

Translation 1 (Al): ‘Ymo ckazan nupam,
Ko20a  eMy  UCHOIHUNOCL  cemboecam?
Cemvoecam ¢hymoe noo xunem!’ (Semantic
exaggeration).

Translation 2 (Al): ‘Ymo crazan nupam,
Ko20a emy ucnoinunocs copox? Copoxapabnw!’
(lexical blend).

Translation 3 (HT): ‘V nupama mpu
moicsauy Opysell, 60m MOJbKO 6ce OHU wepmu.’
(frame-switching, transformation of the clichéd
pirate expression, holistic translation technique).

Translation 4 (HT): ‘Vuumenvnuya
nocmasuna ColHy nupama O08ouKy, u el
npuwniocs  npoumuce no oocke.’  (holistic
translation technique intensified by the play on
the double meaning of the word ‘oocka’).

When interacting with ChatGPT-40, we
firstly used the prompt template described
above. ChatGPT-40 correctly identified the
wordplay and suggested a following translation
strategy: avoiding a direct translation,
considering common Russian pirate phrases,
and finding a pun involving age (see
Appendix 1%). However, the final translation
version was unsatisfactory as it led to a
complete loss of the pun: ‘Ymo ckasan nupam,
ko20a emy ucnonnunocy 40? Ho-xo-xo!” There
was a possibility of creating a pun based on the
Russian word ‘copox’ by playing on the
stereotypical pirate expression that is deeply
rooted in Russian popular culture, namely
‘Kapamba!’, meaning ‘Damn it!’. The resulting
wordplay in this case could be ‘Ymo ckaszan
nupam, Ko20a emy UCNOIHULOCL COPOK?

10 https://github.com/RudenkoElena88/Artificial-Vs-
Human-Intelligence-in-
Translation/blob/main/Appendixes/APPENDIX%201.p
df

Copoxapaméba!’. The lexical blend
‘copoxapamba’ preserves both pirate and age-
related themes and has an emotional
swashbuckling connotation attached to it, which
could be interpreted as ‘Damn it, I'm forty and
I'm still alive!” (this phrase evokes a stereotype
that a pirate’s life is full of danger, and
surviving to that age is considered a good luck
gift to a pirate). ChatGPT-40 had overlooked the
possibility of creating such a pun. We decided
against submitting to ChatGPT-40 a human-
created translation of the joke as a solution-type
to rely on, instead opting for a positive feedback
approach by asking ChatGPT-40 to generate
two more jokes. The results remained
unsatisfactory in terms of preserving the
humorous effect: ‘Ymo ckazan nupam, xoeoa
emy ucnonuunocs 50? Ho-nsmwoecam!’, mo
cKazan nupam, Koz20a emy UCHOMHUIocL 60?
App-wecmvoecam!’.  The first translation
version contains a fragment of the pirate phrase
‘Yo-ho-ho’, however, the extent to which it is
shortened leaves no room for recognizing it as a
specific pirate expression, rendering the
translation nonsensical. The second translation
version attempts to create a playful sound
similarity based on the exclamation ‘aargh’.
The New Oxford American dictionary gives the
following meaning of ‘aargh’” “an expression
of anguish, horror, rage or other strong
emotion, often with humorous intent”".
However, the wide array of emotions expressed
by this exclamation is not clearly conveyed in
the narrow context of a joke. Furthermore, this
phase is not common in Russian pirate-related
culture, and there is no sound similarity
between ‘App!’ and ‘mectpmecsar’, despite
ChatGPT-40’s assertion.

Our next step was to provide negative
feedback to ChatGPT-40 and ask it to suggest
alternative translations, the results were as
follows: ‘Umo ckazan nupam, kozcoa emy
ucnonnunocy 30?7 Tpu-oyams!’ and  ‘Umo
cKazan nupam, Ko20a emy UCHOMHUIocL 40?
Copoxapabnw!” The second translation version
demonstrates that ChatGPT-40 adopted our

' The New Oxford American dictionary (2005).
Oxforg University Press, New York, USA.
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previously mentioned ways of strategizing and
created a lexical blend ‘copoxapa6ns’, which is
both pirate- and age-related and somewhat
humorous. This translation version was
included in the final survey as it aligned with
Zabalbeascoa’s binary branching tree structure
for translating problem, specifically solution-
type 3 (using a different play element and/or
imagery) and received 9.3% of respondents’
votes.

However, we sought to elicit more
adequate translations from ChatGPT-40 and
asked it to clarify the previous response,
particularly the joke containing the Russian
exclamation ‘App!’ as there was no transparent
meaning attached to it. ChatGPT-40 provided a
general explanation of the meaning without
specifying any particular meaning used in
translation. Additionally, it suggested two other
translation versions of the joke: ‘Umo ckazan
nupam, Koz0a emy  ucnoaHuiocy  70?
Cemvoecsim ¢gpymos noo kunem!’ and ‘Ymo
cKasan nupam, ko20a emy ucnoaHuiocs 607/

Ho-wecmvoecsm-xo!’. This time, ChatGPT-40
took a common nautical blessing ‘cemb (yTOB
nox kuiiem’ and transformed the numeral 7 into
70, creating a humorous effect by exaggerating
the  blessing’s power. According to
Zabalbeascoa’s binary branching tree structure,
this solution falls into type 3, which involves
using a different play element and/or imagery.
This translation version was also included in the
final survey and was evaluated as humorous by
13.3% of respondents (see Figure 4).

Two other translation versions are human-
created: YV nupama mpu meicsuu opyseu, éom
monvko 6ce onu uepmu’ and ‘Yuumenvrnuya
nocmaeuna CoblHy nupama O080UKY, U el
npuwiniocs  npoumuce no  docke’.  They
completely rearranged the scenario yet
maintained metadata of the joke: pirate
expressions, realia and numerals. This
approach, known as the holistic translation
technique, produced the highest humorous
effect (see Figure 4). These jokes received
51.3% and 26% of respondents’ votes.

Figure 4. Joke 1 human evaluation ratings for humorous effect
P HCYHOK 4, OI_ICHKa pPECIOHACHTAMU CTCIICHU BbIPAKECHHOCTH FOMOPUCTUYCCKOIO 3(1)(1)6KT3 B

uryTke 1

Which joke do you think is the funniest?

150 responses

Linguistic features in Joke 1 contain
text parameters which make it possible to note
that Al-generated translations are more
similar to the original English joke in all the
enlisted parameters while human-generated
translation contain vivid deviations from the
source text. It can be assumed that sentence

@ UYro ckaszan nupar, Koraa emy
ncnonHunocb 70?7 CembaecaTt cyToB
nog kunem!

@ Yo ckasan nupar, korga emy
ucnonnunocs 40? Copokapabrnb!

Y nupata Tpu Thica4u Apysel, BOT
TONbKO BCE OHW YEPTH.

@ YuutenbHWua noctaeuna cbiHy nupara
[0BOIAKY, U €/ NPULLNOCE NPONTUCE NO
NOCKe.

distribution and length as well as punctuation
can be important evidence of the holistic
approach used by a human translator (see
Table 1%2).

12 https://github.com/RudenkoElena88/Artificial-Vs-
Human-Intelligence-in-

Translation/blob/main/Tables/Table%201.%20Linguist
ic%20features%200f%20Joke%201%20and%20its%20
Russian%20translations.pdf
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Repetitiveness analysis shows a similar
number of 1-grams in all jokes, with human-
translated jokes still being closer to the source
text. Nevertheless,  word  frequency
assessment performed has demonstrated that
human translators tend to use more difficult
words and notions.

Readability scores show that there is
only one translation which can be considered
an equivalent for this category — Translation 3
performed by a human translator
(see Figure 7). Both versions of Joke 1 are
good for Grade 1 6/7-year-old children. As far
as other translations are concerned, they are

Table 2. Automatic evaluation results for Joke 1

designed for a more senior age group,
including 14-year-old teenagers.

According to POS scores, human
translations again are statistically closer to the
English joke, with Translation 3 being the
most equivalent.

Finally, as can be seen from Table 1,
neither Al nor human translators were able to
use the phonemic-level humour effect in
Russian translations. Another challenge is the
humour translation solution, which points at
the impossibility of humorous element and/or
imagery preservation.

Tadamua 2. Pe3ynsraTsl aBTOMaTH4eCKOM OIICHKH IS Iy TKH 1

Al Detector Tool Translation 1 Translation 2 Translation 3 Translation 4
(Al (HT) (HT)
Al Detector 100% Al 100% Al 100% Al 100% Al
0% HT 0% HT 0% HT 0% HT
BypassGPT 100% Al 100% Al 100% Al 100% Al
0% HT 0% HT 0% HT 0% HT
GrammarChecker 100% Al 100% Al 48% Al 100% Al
0% HT 0% HT 52% HT 0% HT
5.2.2. Joke 1 evaluation results respondents,  respectively.  Additionally,

In the second part of our survey,
respondents were provided with the original
joke in English and asked to identify which of
the translations were generated by Al. Among
the multiple-choice options there was also an
option “All translation variants were produced
by a human”.

The results presented in Figure 5 show
that the majority of respondents successfully
differentiate between human and Al-generated
content: the first and second translation
variants were correctly identified as Al
translations by 35.3% and 41.3% of

respondents were asked to identify specific
words or expressions in the translations of
Joke 1 that suggested the text might have
been generated by Al, the most frequenty
cited indicators were the following:

‘copoxapabny’,  ‘cemwbOecam  ¢ymos noo
kunem’, ‘wmo  ckazan nupam’, literal
translation.

The results also demonstrate that many
respondents had difficulty distinguishing
between human and Al-generated
translations: 35.3% were unable to make this
distinction.
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Figure 5. Respondents’ identification of Al-generated translations in Joke 1
PucyHnok 5. O6HapyxeHHe pecrioHieHTamMu npusHakoB MU B mepeBongax mytku 1

Which joke translation(s) do you believe were generated by Al? The original joke: What did the pirate

say when he turned 80? Aye matey! (Joke 1)

150 responses

YTo ckaszan nupart, korga emy
vncnonHunock 70?7 CeMbaecsr. ..

YT1o ckasan nupar, Korga emy
ucnonHunock 407 Copokapabtne!

Y nuparta Tpu ThICAYM OpY3en,
BOT TOJIbKO BCE OHW YepTK.

y‘-II/ITel'IbHI/ILla nocTtasuna CbiHy
nupaTa ABOWKY, W el NpuLnocs. ..

Bce nepesoabl BbINOMHEHbI
YenoBekom.

Table 2 contains the results of automatic
evaluation for Joke 1 performed via three
different online tools. As can be seen in this
and other similar tables, the first two tools
turn out to be inconsistent in their evaluations
because they label all texts as Al-generated.
Only the third tool shows more adequate
results, which nevertheless are not reliable
either as they are not stable enough.

5.3. Joke 2 data

5.3.1. Joke 2 translation generation
results

The original version of Joke 2 is:
‘Candy is dandy but liquor is quicker’. This
short poem, composed by the American
humorist Ogden Nash in his work Reflections
on lce-breaking (1931), was recited by Willy
Wonka in the 1971 musical fantasy film Willy
Wonka & the Chocolate Factory. However, in
the Russian audiovisual translation, the
original wordplay was lost, resulting in
dialogue that appeared absurd:

Mr. Salt: [noticing signs on vats]
Wonka. Butterscotch? Buttergin? Got a little
something going on the side?

53 (35.3%)

62 (41.3%)

53 (35.3%)

40 60 80

Willy Wonka: Candy is dandy, but liquor
is quicker®®,

Russian translation:

— Upucxku? Cnuexku? Buympu umo-mo
npoucxooum?

— IIpesocxoonwiii nedeney.

The resulting translations for Joke 2,
their creators and humour effect mechanism
are as follows:

Translation 1 (HT): ‘Kougemwr —
agppexmmuul, HO anepumussbl — onepamugneit!’
(conflicting schemas, two opposed scripts
(love/courtship vs food) combined in the joke,
reinforced by rhyming).

Translation 2 (Al): ‘Tlupooicox — xopout,
Ho konvax — nuwmsax!’ (conflicting schemas,
script opposition (good food vs bad food)
reinforced by rhyming).

Translation 3 (Al): ‘Kougpemovr — smo
muno, Ho cnupmuoe — smo cuaa.’ (conflicting
schemas, script opposition (good food vs bad
food) reinforced by rhyming).

Translation 4 (Al): ‘Kongema — onsn
npusema, a 8o0ka — 014  pazeoua.’

13 Willy Wonka & the Chocolate Factory. Directed by
Mel Stuart, Wolper Pictures Ltd., 1971. Warner Bros.
Entertainment.
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(conflicting schemas, script opposition (good
food vs bad food) reinforced by rhyming).

Using the  cross-lingual  thought
prompting method, we asked ChatGPT-40 to
translate Joke 2 (see Appendix 2'%). However,
this  translation  version exhibited a
misinterpretation:  ChatGPT-40 incorrectly
identified the rhyme between ‘dandy’ and
‘quicker’ and the comparison between
something sweet and something strong or fast,
as the key elements constituting the essence
of the joke. Notably, there is no rhyme
between ‘dandy’ and ‘quicker’, moreover, the
joke implies the addressee’s knowledge of the
extralinguistic world, as tertium
comparationis linking ‘dandy’ and ‘quicker’
is founded on social and cultural
presuppositions. Overlooking this interplay of
purely linguistic and empirical aspects
resulted in a poor translation that lacked both
humorous effect and rhyme: ‘Koughemor —
amo Mujio, a cnupmuHoe — MOOUNLHO .
Consequently, we employed an explanatory
technique combined with positive feedback
approach: Not bad, but | need a more
pronounced humorous effect. The meaning of
the joke is that candy is good for elegant
courtship, but if you are looking for a speedy
seduction, liquor is better. Try again. The
resulting translation was satisfactory, though
the language register shifted toward a neural
tone (‘Koughemwi — smo muno, Ho cnupmuoe —
amo cuna.’. As illustrated in Figure 6, this
translation ranked second, following the
human-created translation (‘Kougpemor —
aghghexmuuwi, HO anepumueul —
onepamusneit!’), which was evaluated as
humorous by 34% of respondents. It should

14 https://github.com/RudenkoElena88/Atrtificial-Vs-
Human-Intelligence-in-

Translation/blob/main/Appendixes/APPENDI1X%202.p
df

also be noted that while translating Joke 2, the
students discovered a pre-existing translation
by A. Zhukov for the English-Russian
Encyclopedic Dictionary AMERICANA'™. This
translation discouraged them from
submitting their own work, which they self-
evaluated as ‘unsatisfactory’, so this is the
only translation variant not  originally
produced by the students.

Two additional translation versions,
generated by ChatGPT-40 (‘ITupooicox —
Xopout, HO KOHbsIK — Huwmsk’', ‘Kongpema —
011 npueema, a 800Kka — OJisi pazecoHa’) Were
elicited from a new dialogue. In this case, an
explanatory technique was not employed,
which led to a shift in the language register,
the final translation acquired slang-to-vulgar
tone (nuwmsax) and utilized stereotypical
cultural references associated with Russian
culture (‘nupoorcox’, ‘sooka’). According to
Zabalbeascoa’s  binary  branching tree
structure, all Al-generated translations fall
into solution type 3, which involves partial
loss of the initial play elements.

Table 3'® presents linguistic features for
Joke 2. |Interestingly, the human-translated
Russia version is textometrically different
from the source text in terms of emotional
semantics and readability. Nevertheless, the
terminological and structural complexity
of this translation does not reduce the
humorous effect and accessibility of the
text. At the same time, such
complexity = might  be considered a
necessary  compromise  to preserve the
initial play element and imagery, which
makes this version of joke 2 the most
popular among the respondents.

15 Chernov, Ghelly V. (Ed). (1996) AMERICANA.
English-Russian Encyclopedic Dictionary,
Polygramma, Smolensk, Russia.

16 https://github.com/RudenkoElena88/Artificial-Vs-
Human-Intelligence-in-
Translation/blob/main/Tables/Table%203.%20L inguist

ic%20features%200f%20Joke%202%20and%20its%20
Russian%20translation.pdf
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Figure 6. Joke 2 human evaluation ratings for humorous effect
Pucynok 6. OnieHka pecrioHIeHTaMy CTENeHH BBIPAKEHHOCTH FOMOPUCTUYECKOT0 3(pdexTa B

LIy TKe 2

Which joke do you think is the funniest?

150 responses

5.3.2. Joke 2 evaluation results

The results presented in Figure 7
demonstrate that the only human-translated
joke was incorrectly identified as
Al-generated by 42% of respondents, while
Al-generated translations 2-5 exhibited lower
identification rates in comparison to the
human-translated version 1. The following

@ KoHdbeTbl — achheKTHBI, HO anepuUTUBbLI —
onepatusHen!

@ MUPOXOK — XOPOLL, HO KOHBbSIK — HULLTSIK.

@ KoHdeTbl — 3T0 MU0, HO CIUPTHOE —
3To cuna.

@ KoHdera — ans npuseTa, a Boaka — AN
pasroHa.

words and expressions were highlighted as
Al-like elements: a¢pghexmmnul, onepamusneil,
PA320H, NUPOJCOK, NUPOAHCOK —  XOPOud,
HUWMAK, KOH¢el’}1bl — OmMoO MUjlO CnupmHuoe,
particle »mo’, literal translation. Human
evaluation can be also compared to automatic
Al evaluation (see Table 4).

Figure 7. Respondents’ identification of Al-generated translations in Joke 2
Pucynox 7. OGHapyxeHue pecrionienTamu npusHako MU B mepeBogax mryTku 2

Which joke translation(s) do you believe were generated by Al? The original joke: Candy is dandy but

liquor is quicker. (Joke 2)

150 responses

KoHdeTkl — achdekTHbI, HO
anepuTuBLl — onepaTneHei!

rll/lpO)KOK — XOpOoL, HO KOHbAK —
HULLITAK.

KoHdbeTbl — 3TO MUNO, HO
CMUPTHOE — 3TO CUna.

KoHdheta — ans npueeta, a Bogka
— ANA pasroHa.

Bce nepesoabl BbINOMHEHDI
4YenoBekom.

63 (42%)

80
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Table 4. Automatic evaluation results for Joke 2

Ta6smua 4. Pe3yaprarbl aBTOMaTHYECKOM OIEHKH VIS IITYTKH 2

Al Detector Tool Translation 1 Translation 2 Translation 3 Translation 4
(HT) (Al (Al

Al Detector 100% Al 100% Al 100% Al 100% Al
0% HT 0% HT 0% HT 0% HT

BypassGPT 100% Al 100% Al 100% Al 100% Al
0% HT 0% HT 0% HT 0% HT

GrammarChecker 99% Al 100% Al 100% Al 100% Al
1% HT 0% HT 0% HT 0% HT

5.4. Joke 3 data

5.4.1. Joke 3 translation generation
results

The original version of Joke 3 is: ‘I took
the shell off my racing snail, thinking it would
make him run faster. If anything, it made him
more sluggish.” The linguistic mechanism
underlying this joke is based on assigning a
new contextual meaning to the word
‘sluggish’, interpreting it as ‘like a slug’.
According to Collins Dictionary, the suffix -
ish ‘is added to nouns and names to form
adjectives which indicate that someone or
something is like a particular kind of person
or thing.”*" The logical reasoning behind the

joke is as follows:

1. A snail’s shell is perceived as a
burden that hinders its ability to move faster.

2. Removing a shell transforms a snail
into an ordinary slug, contrary to the
expectation that this procedure will speed it
up.

The word ‘sluggish’ also has a fixed
meaning: ‘You can describe something as
sluggish if it moves, works, or reacts much
slower than you would like or is normal.’ The
humorous effect is achieved through the
simultaneous realization of two meanings —
the fixed, literal meaning and the new,
contextual meaning — reinforced by the
concept of snail racing.

7 Collins English Dictionary (2024), available at:
https://www.collinsdictionary.com/dictionary/english/s
luggish (Accessed 20 July 2024).

The resulting translations for Joke 3,
their creators and humour effect mechanism
are as follows:

Translation 1 (Al): ‘A cusn paxkosumny co
ceoell 2OHOYHOU YIUMKU, OYMAs, Ymo 3IMOo
yckopum ee. Ha camom Oene, ona cmana ewje
bonee crusnasou.’ (semantic ambiguity).

Translation 2 (Al): ‘A cusn paxosuny ¢
Moel 20HOYHOU YIUMKU, OYyMds, 4Ymo OHA
cmanem 6Ovicmpee. Ho ¢ umoee ona cmana ne
cnpunmepom, a cnonsnepom.” (lexical blend).

Translation 3 (HT): ‘Vaumxa Yavsna
noazia Ha pabomy max Oblcmpo, 4mo
sbinonzna  u3z Oomuka.’ (SCript opposition
reinforced by vocalic alliteration).

Translation 4 (HT): A pewun
NOMEHAMb NAHYUPL HA  CB0€ll  20HOYHOU
VIUmKe, Haoesacb yckopums eé. B umoee ona
sacmpsina na num-cmone.’ (SCript opposition).

Translation 5 (HT): ‘Haoesicv coenams
VIUMKY Ovicmpee, 51 CHANL ¢ Heé pakosuHy. Ho
Ha VIUMOYHBLX 20HKAX eé
oucksanugpuyuposanu.’ (SCript opposition).

To maintain the humour, ChatGPT-40
incorporated the word ‘crusussoui’ into the
translation, leaving the original syntactic
structure intact: ‘4 cusan pakosumy co ceoeii
2OHOYHOU YIUMKU, OYMASl, YMO MO YCKOPUM
eé. Ha camom Oene, ona cmana ewe Oonee
crusnssou.’ (see Appendix 3'8). However, it
should be pointed out that the adjective
‘cnusnaswu’ carries a disdainful connotation

18 https://github.com/RudenkoElena88/Atrtificial-Vs-
Human-Intelligence-in-
Translation/blob/main/Appendixes/APPENDIX%203.p
df
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in Russian, denoting a miserable or worthless
person (cim3msik). A stylistically neutral
adjective  derived from  ‘ciusmax’ iS
‘crusnesvrir’. In the context of the snail’s
characteristics, ‘crususswuii’ has the potential
to create a humorous effect by
anthropomorphizing the snail; additionally,
‘cruznseoiii’ can be interpreted as ‘pertaining
to or characteristic of a slug’ within the
context of the joke. Thus, this translation
version employs the same linguistic
mechanism of playing on the dual meaning as
the original joke, although the humorous effect
is less pronounced, resonating with only 8.7 %
of respondents, as shown in Figure 8.

The second translation by ChatGPT-40
utilized the technique of creating a new
lexical blend from the words ‘cnoazams’and
‘cnpunmep’, enhancing a humorous effect
through semantic contradiction arising from

such a blend (‘cnonzams’ conveys the idea of
slow movement, while ‘sprinter’ denotes fast
movement): ‘A cuan paxosumy c¢ Mmoei
2OHOYHOU YIUMKU, OYMAsl, YMO OHA CMAHem
ovicmpee. Ho 6 umoce ona cmana He
cnpunmepom, a cnoazuwepom.’ This joke was
evaluated as humorous by 13.3% respondents
(see Figure 8).

The joke’s human translation ‘Viumka
Vavsina nonzna na pabomy max ovicmpo, umo
svinonzna uz oomuxa’ Was evaluated as the
most humorous by respondents (42%), two
other human translations ‘4 pewuwn nomensme
NAHYUpb HA C80el 2OHOYHOU YIUMKe, HA0esiCb
yckopums eé. B umoee ona 3acmpsana na num-
cmone’, and ‘Haodescv coenamv yaumky
bvicmpee, s cHAl ¢ Heé pakosuny. Ho mna
VIUMOYHBIX 2OHKAX €€ OUCKsanupuyuposaiu’
received 14.7% and 21.3% of respondents’
votes, respectively (see Figure 8).

Figure 8. Joke 3 human evaluation ratings for humorous effect
Pucynok 8. OnieHKa pecrioH/IeHTaMU CTETIEHH BBIPaKEHHOCTH IOMOPHCTUYECKOTO dekra B

mryTKe 3

Which joke do you think is the funniest?

150 responses

Linguistic feature of Joke 3 demonstrate
that Al-generated Russian translations are
structurally and stereotypically closer to the
source text, while human-translated Russian
jokes are characterized by a sound holistic
approach (see Table 5%°). Although both Al-

19 https://github.com/RudenkoElena88/Artificial -Vs-
Human-Intelligence-in-
Translation/blob/main/Tables/Table%205.%20L inguist

@ A cHsAn paKkoBUHY CO CBOEI FOHOYHOM
YIUTKA, AYMas, Y4TO 3TO yCKopUT eé. H...

@ A cHAN pakoBKUHY C MOel FOHOYHOIA
YNUTKKW, OyMas, YTO OHa CTaHeT BbICTp...

Ynutka YnesHa nonana Ha paboTy Tak
BbICTPO, YTO BLINOM3Na U3 AOMVKA.

@ A pewunn noMeHATb NaHUMPL Ha CBOEI
TOHOMHO YNUTKe, HAAEACh YCKOPUTb. ..

@ Hapesck caenatb ynuTKy BeicTpee, A
CHAN € Heé pakoBuHY. Ho Ha ynNnTouH...

and human-generated translations manage to
maintain solution type 2 (partial loss of the
initial play elements), only human translations
have scored maximum results.

ic%20features%200f%20Joke%203%20and%20its%20
Russian%20translations.pdf
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5.4.2. Joke 3 evaluation results

The results presented in Figure 9 reveal
that the majority of respondents correctly
identified the first and second translation
variants as Al-generated, however, the
identification rate for the second Al-
translation significantly decreased to 28%
compared to the first Al translation, which
had 66% identification rate. The following

words and expressions were noted as
disrupting the perception of human-like
translation: ‘ciuswseas’, ‘cnonzmep’, ‘s chsn
PAaKosuHy’, ‘20HOYHas yiumka’', ‘namyups’,
‘num-cmon’, literal  translation, detailed
translation. Human evaluation can be also
compared to automatic Al evaluation (see
Table 6).

Figure 9. Respondents’ identification of Al-generated translations in Joke 3
Pucynok 9. OGHapyxeHue pecrnionienTamu npusHakoB M B nepeBogax mrytku 3

Which joke translation(s) do you believe were generated by Al? The original joke: | took the shell off
my racing snail, thinking it would make him run faster. If anything, it made him more sluggish. (Joke 3)

150 responses

A cHAN pakoBUWHY co cBOEN
TOHOYHOW YNUTKK, lyMas, 4To 3...
A cHAN pakoBUHY ¢ MOER
TOHOYHOW YIUTKIA, yMas, 4To O...
YnuTka YnbaHa nonsna Ha
paboTy Tak BbICTPO, 4TO BbLINOS...
£ peLumn NoMeHsTb NaHUMPL Ha
CBOEIA TOHOYHOW YNWUTKE, HAOes. ..
Hapedck coenatb ynuTky
BbicTpee, A CHAN ¢ HEE PaKoBMU. ..
Bce nepeBoab! BbINOMHEHBI
4ernoBeKoM.

0 20

16 (10.7%)

99 (66%)

40 60 80 100

Table 6. Automatic evaluation results for Joke 3
Tadauua 6. Pe3ynbrarel aBTOMaTnueCcKon OIEHKH JUIsl IIYTKH 3

Al Detector Tool | Translation | Translation | Translation | Translation | Translation
1 (Al 2 (Al 3 (HT) 4 (HT) 5 (HT)
Al Detector 100% Al 100% Al 100% Al 100% Al 100% Al
0% HT 0% HT 0% HT 0% HT 0% HT
BypassGPT 100% Al 100% Al 100% Al 100% Al 100% Al
0% HT 0% HT 0% HT 0% HT 0% HT
GrammarChecker 100% Al 100% Al 99% Al 0% Al 99% Al
0% HT 0% HT 1% HT 100% HT 1% HT

5.5. Joke 4 data

5.5.1. Joke 4 translation generation
results

The original version of Joke 4 is: Two
windmills are standing in a field and one asks,

“What's your favorite kind of music?” The
other says, “I'm a big metal fan”.’ The
wordplay is this joke is activated by the
double meaning of the collocation ‘metal fan’,
which can be interpreted as ‘a fan of metal
music’ and ‘flat object that you hold in your
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hand and wave in order to move the air
and make yourself feel cooler.

The resulting translations for Joke
4, their creators and humour effect
mechanism are as follows:

Translation 1 (Al): lea eempsxa
cmosim 6 none. Ooun cnpawusaem: «Kaxyio
MY36IKY mbl 10buws?y Bmopou omeeuaem:
«A1 oboxcaro 6pusz-sno-ponn!y’ (lexical blend).

Translation 2 (HT): ‘Oona menvnuya
ecoeopum oOpyeou: «Kax met moena He
no3opasumv meHs ¢ OHéM podicoenus?!» A ma
eii omeeuaem: «M36unu, umo-mo coécem
3akpymunacey’ (semantic ambiguity).

Translation 3 (Al):  lea eempsxa
cmosim 6 none. Ooun cnpawusaem: «Kaxyio
MY36IKY mbl 106uws?y Bmopou omeeuaem:
«Mune  mpasumcs  eemep-pox!y»’  (lexical
blend).

Translation 4 (HT): ‘Cmosm ose
menbHuyvl Ha ¢epme. OOna y Opyeou
cnpawueaem. «Kakoii y mebs nrodumvlil
gcanp  myswiku?’?» A ma e omeeuaem:
«Kanmpuy.’ (Semantic ambiguity).

ChatGPT-40 correctly analyzed the
joke’s mechanism, and aimed to find an
equivalent wordplay in Russian that fits the
context and maintains a humour (see
Appendix 42Y). The result was as follows: /[sa
eempiska cmoAam 6 noie, u 00UH
cnpauiueaem. «Kaxas meo arooumast
my3vika?» Bmopoii omeeyaem: «A 6onvuot
NOKIOHHUK msidcenoeo memannay.” The joke is
based on the extralinguistic knowledge that
wind turbines are typically made from metals
and weigh many tons. ChatGPT-40 employed
metonymic transfer founded on the humorous
cause-and-effect relationship to create a
humorous effect: the wind turbine is made
from metal and weighs many tons, and
therefore it might appreciate heavy metal
music. Although this translation can be

20 Collins English Dictionary (2024), available at:
https://www.collinsdictionary.com/dictionary/english/s
luggish (Accessed 20 July 2024).

21 https://github.com/RudenkoElena88/Atrtificial-Vs-
Human-Intelligence-in-
Translation/blob/main/Appendixes/ APPENDIX%204.p
df

considered humorous, the joke seems
somewhat contrived and does not receive an
instant humorous response. Consequently, we
asked ChatGPT-40 to refine the answer by
using  encouraging and  explanatory
techniques, the results obtained were included
in the survey: ‘/lea sempsxa cmosm & norne.
Ooun  cnpawusaem: «Kaxyrwo mysviky moi
amobuws?y  Bmopou  omeeuaem:  «Mue
npasumcs eéemep-pok!y’ and ‘ea sempska
cmoam 6 none. Ooun cnpawusaem. «Kaxyrwo
MY3bIKY mbl a0duws?y» Bmopou omeeuaem:
«A oboocaro 6pusz-sno-ponn!»’ In both jokes
ChatGPT-40 preserved the original pun by
incorporating novel hyphenated compound
words ‘semep-pox’ and ‘6pusz-ono-ponn’ into
the joke. The novel compond ‘semep-pox’ is
homophonic with ‘semepox’, meaning ‘little
wind’ in Russian, which activates double
meaning, and the rolling ‘r’ at the stem-
junction emphasizes the playfulness. The
novel compound  ‘6puz-sno-poan’  also
demonstrates ChatGPT-40’s  contextually
aware approach by retaining the ‘wind theme’
while simultaneously keeping the music genre
identifiable. According to Zabalbeascoa’s
binary branching tree structure, these
Al-generated translations fall into solution
type 2, which involves partial loss of the
initial play elements. The ChatGPT-40’s
translation received 12% and 10% of
respondents’  votes,  respectively  (see
Figure 10).

The human translation, which produced
the highest humorous effect, employed a
holistic translation technique (solution type
3), retaining the participants of a
communicative situation, but changing the
situation itself by exploiting double meaning
of the word ‘3akpytuthest’: ‘Oona menvHuya
eoeopum opyeou. «Kax mul moena me
no30pasums MeHs ¢ OHéM poxcoenus?!» A ma
el omeevyaem: ((H36uHu, Ymo-mo coecem
sakpymunacey’. This joke was evaluated as
humorous by 62% of respondents.

Another human-created translation of
the joke, which closely adheres to the original
joke’s form and content, slightly modified the
setting by incorporating a ‘farm’ and changing
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the music genre to ‘country’, logically
inferred from the new setting: ‘Cmosim ose
MmenvHuyvl Ha ¢epme. OOna y Opyeoll
cnpawueaem.: «Kakou y mebs nrodumvlil
acanp myseliku?’» A ma eu omeeuaem:

«Kanumpuy.” This  human-created  joke
translation falls into solution type 2 and was
evaluated as humorous by 16% of
respondents (see Figure 10).

Figure 10. Joke 4 human evaluation ratings for humorous effect
Pucynok 10. Onienka pecroHeHTaMu CTENEHN BEIPAXKEHHOCTH FOMOPUCTHYECKOTO 3 dekTa B

uryTke 4

Which joke do you think is the funniest?

150 responses

Y

Joke 4 features properties which
demonstrate contrastive differences between
Al-generated and human-translated
versions of the joke (see Table 7%2). Calques
and literal translation solutions create a
psychological obstacle for the
interpretation ~ of  jokes. Besides, the
statistics shows that Al-generated texts tend
to have higher and more positive sentiment
score than human translations  while
autosemanticity tends to be lower. This
phenomenon is supported by our empirical
results obtained via human evaluation where
the respondents  give  corresponding
comments.

22 https://github.com/RudenkoElena88/Atrtificial-Vs-
Human-Intelligence-in-

Translation/blob/main/Tables/Table%207.%20Linguist
ic%20features%200f%20Joke%204%20and%20its%20
Russian%20translations.pdf

@ [sa BeTpska cToAT B none. OauH
cnpalmBaet: «Kakyto My3blKy Tbl
nobuws?» Bropoi oTBevyaeT: «A 06o...

©® OgHa menbHuLa roBopuT Apyron: «Kak
Thl MOITI@ He NMo3ApPaBUTb MEHS C IHEM
poxaeHus?!» A Ta el oTBevaet: «M3B...

[Ba BeTpska cTosAT B none. OguH
cnpawmneaet: «Kaky My3blKy Tbl Nob...

@ CrosT aBE MenbHULBI Ha thepme. OgHa
y apyrow cnpawwueaeT: «Kakow y Tebs...

5.5.2. Joke 4 evaluation results

The results shown in Figure 11 indicate
that 30.7% and 34% of respondents correctly
identified jokes generated by Al; however, the
majority (35.3%) believed that all jokes were
translated by a human. Interestingly, the joke
rated as the most humorous received the
lowest rate of Al attribution, with only 5.3%
of respondents attributing it to Al. The most
recurrent words and patterns, identified as
indicators of Al translation, included: ‘6pus-
9HO-poNl’, ‘éemep-pok’, ‘eéempsk’, ‘wammpu’
and a syntactic structure ‘0sa eéempsixa cmosim
¢ none’. Human evaluation can be also
compared to automatic Al evaluation (see
Table 8).
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Figure 11. Respondents’ identification of Al-generated translations in Joke 4
Pucynok 11. O6napy>xenue pecioneHntTamu npuzHakoB MU B nepeBogax urytku 4

Which joke translation(s) do you believe were generated by Al? The original joke: Two windmills are
standing in a field and one asks, “What's your favori...sic?” The other says, “I'm a big metal fan.” (Joke 4)

150 responses

[ea seTpsaka cTosT B none. OanH
cnpawuveaet: «Kakylo MyabIky T...

OpHa mMensHWLa roBopuT ApYrow:
«Kak Tbl MOrna He no3apaBuTh. ..

[ea BeTpsiKa cToAT B none. OgnH
cnpawuBaet: «Kakyl My3biky T...

CTOST BE MENbHULIBI Ha chepme.
OpaHa y Apyron crnpalluBaeT: «...

Bce nepeBoabl BbINOHEHDI
YenoBeKoM.

Table 8. Automatic evaluation results for Joke 4

46 (30.7%)

51 (34%)

53 (35.3%)

40 60

Ta6auna 8. Pe3ynbrarsl aBTOMaTH4YECKOM OLIEHKH JUIS UTYTKH 4

Al Detector Tool | Translation 1 Translation 2 Translation 3 Translation 4
(Al (Al (HT)

Al Detector 100% Al 100% Al 100% Al 100% Al
0% HT 0% HT 0% HT 0% HT
BypassGPT 100% Al 100% Al 100% Al 100% Al
0% HT 0% HT 0% HT 0% HT
GrammarChecker 37% Al 99% Al 0% Al 99% Al
63% HT 1% HT 100% HT 1% HT

5.6. Joke 5 data

5.6.1. Joke 5 translation generation
results

The original version of Joke 5 is: ““/
have a split personality,” said Tom, being
frank.” The linguistic mechanism underlying
the joke relies on the double meaning of the
word ‘frank’, which can refer to the adjective
meaning ‘sincere’ or function as a proper
name.

The resulting translations for Joke 5,
their creators and humour effect mechanism
are as follows:

Translation 1 (Al): ‘V mens pazosoenue
auyHocmu, — ckazan Tom, 6yoyuu @panxom.’
(semantic ambiguity).

Translation 2 (HT): ‘Kaowcemcs, y mens
pasosoenue auyHocmu, — ckasan Tom, cuos
nepeo sepkanom.’ (Script opposition).

Translation 3 (Al): “V mens pazosoenue
nuyHocmu, — ckasan Tom, u e2o emopoe «si»
KusHyno 6 noooepoicky.” (SCript opposition).

Translation 4 (HT): — Kaowcemcs, y
MeHsi pazdgoenue auuHocmu, — ckazan Tom,
ana05cy 6 3epkano. — Y Hac, — Ms2KO
nonpasuno ompascenue.’ (SCript opposition).

In its first translation, ChatGPT-40 did
not make any alterations to the joke resorting
to a literal translation (see Appendix 5%). The

23 https://github.com/RudenkoElena88/Atrtificial-Vs-
Human-Intelligence-in-
Translation/blob/main/Appendixes/APPENDI1X%205.p
df

HAYYHBIHW PE3YJIBTAT. BOITPOCHI TEOPETUYECKOH Y IMTPUKJ/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



Pydenko E. C., Cemenosa M. 0. HckyccmeeHHbLl UHMe1/1eKm npomue ecmecmeeHH020: Kelic- ... 76
Rudenko E. S., Semenova M. Yu. Artificial vs Human Intelligence: A Case Study of Translating...

final translation was as follows: ‘«V mens
pasosoenue auyHOCmu», — ckasanr Towm,
oyoyuu @panxom.’ Strange as it may seem,
this translation retains some potential for
achieving humorous effect, as the proper
name ‘@pawnx’ may be interpreted in Russian
as a currency (Swiss Franc); the humorous
effect is further intensified by a converb
‘6yoyuu’, a literary form that is perceived as
obsolete. However, the humorous effect of
this translation version is not highly
satisfactory, which is why we asked
ChatGPT-40 to change the names and
scenario while adhering to the theme of a split
personality. On the third attempt, we obtained
a satisfactory result: ‘«V wmens pasosoenue
auyHocmuy, — ckazan Tom, u e2o emopoe “s”’
Kuenyno 6 nodoepoicky.’. These Al-generated
jokes were evaluated as humorous by 12.7%
and 18.7% of respondents, respectively (see
Figure 12).

The human-created joke, which
received 10.7% of respondents’ votes, is quite
similar in its translation approach to the
previously discussed one: «Kaowcemest, y memst
pa3()6‘oeHue JAUdYHOCmu»), — CKasaju TOM, cuos
nepeo 3epranom.’ It omits the name Frank and
introduces the utterance in a new context.
However, this is the only instance where a
human-created joke ranked third after an Al-
generated joke in terms of achieving a
humorous effect (see Figure 12).

The highest humorous effect (58%) was
achieved by refining the human-created joke
and enhancing it in terms of scenario by
creating a new punchline: ‘— Kaorcemcs, y
MEHA pa3()eoeHue JAUYHOCmMuU, — CKdsaji TOM,
2NA05Cb 6 3epKkaio. — y Hac, — MACKO
nonpasuio ompaxcenue’ (See Figure 12).

All translations (both human-created
and Al-generated) fall into solution type 2
(partial loss of the initial play elements).

Figure 12. Joke 5 human evaluation ratings for humorous effect
Pucynok 12. Ouenka pecrioH/IeHTaMU CTETIEHU BBIPAKEHHOCTH IOMOPUCTHYECKOT0 3 dekra B

LIyTKe 5

Which joke do you think is the funniest?

150 responses

As can be seen in Table 9%, linguistics
features for English and Russian versions of
Joke 5 show that Al-generated translations
deviate from the source text textometric
parameters more than human translations and

24 https://github.com/RudenkoElena88/Atrtificial-Vs-
Human-Intelligence-in-

Translation/blob/main/Tables/Table%209.%20Linguist
ic%20features%200f%20Joke%205%20and%20its%20
Russian%20translations.pdf

@ «Y MeHa pasnBoeHUe NUUHOCTUY, —
ckasan Tom, Byayun ®@paHkom.

©® «Kaxercs, y MeHsl pasfBoeHue
nNYHOCTU», — ckasan Tom, cuas nepeq
3epKarnom.

«Y MeHsa pasaBoeHue nMYHoOCTU» , —
ckasan Tom, v ero BTopoe "s" KUBHYNO B
NOAOEPKKY.

® — KaxeTcs, Y MEHs pasfgBoeHue
TNWYHOCTU, — ckazan ToMm, MAOAch B 3...

feature more structural complexity. Human
translations, though also deviating in some
categories, demonstrate more translation
holisticity and repetitiveness efficiency.

5.6.2. Joke 5 evaluation results

Figure 13 reveals that 67.3% of
respondents correctly identified the first
translation variant as Al-generated. In
contrast, the third Al-generated translation
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had a lower rate of correct classification. A
moderate number of respondents (19.3%),
considered all options to be human-created.
The most frequently mentioned words and
expressions  that respondents  believed
indicated Al presence in the translation were:
‘Oyoyuu @panxkom’, KUBHYIO 8 NOOOEPIHCKY ',

‘emopoe “s”’. Respondents also pointed out
uncomfortable extreme literalness, which they
associated with translations produced by Al
without singling out specific grammatical
structures and lexis. Human evaluation can be
also compared to automatic Al evaluation (see
Table 10).

Figure 13. Respondents’ identification of Al-generated translations in Joke 5
Pucynok 13. O6HapyxeHue pecroneHTaMu npusHakoB MM B mepeBogax mryTku 5

Which joke translation(s) do you believe were generated by Al? The original joke: "I have a split

personality,' said Tom, being frank. (Joke 5)

150 responses

«Y MeHs pasaBoeHWe NUYHOCTWY,
— ckazan Tom, Byay4m ®paHkom.

«Kaxercs, Y MEHA pasaBoeHue
FIM4HOCTU», — cKasan ToMm, cu...

«Y MeHSA pasgBoeHue NUYHOCTU»,
— cka3an Towm, 1 ero BTopoe "1...

— KaxeTcs, y MeHs pasaBoeHue
NUYHOCTK, — cKasan ToM, rmag...

Bce nepeBobl BbIMOMHEHbI
YenoBeKoM.

29 (19.3%)

101 (67.3%)

50

Table 10. Automatic evaluation results for Joke 5
Ta6auna 10. Pe3ynpraTsl aBTOMaTHY€CKOM OIICHKH AJIS IIYTKH 5

75 100

125

Al Detector Tool | Translation 1 Translation 2 Translation 3 Translation 4
(Al (HT) (Al (HT)

Al Detector 100% Al 100% Al 100% Al 100% Al
0% HT 0% HT 0% HT 0% HT

BypassGPT 100% Al 100% Al 100% Al 100% Al
0% HT 0% HT 0% HT 0% HT

GrammarChecker 98% Al 99% Al 99% Al 99% Al
2% HT 1% HT 1% HT 1% HT

5.7. Joke 6 data

5.7.1. Joke 6 translation generation
results

The original version of Joke 6 is: 7
tried catching fog yesterday. Mist.” The comic
base of this joke is activated by the linguistic
incongruity between spelling and sound:
‘mist’, referring to the physical condensation,
clashes with ‘missed’, meaning failing to
achieve something.

The resulting translations for Joke 6,
their creators and humour effect mechanism
are as follows:

Translation 1 (Al): “Ymo epoza ckazana
monnuu? «Tol mens 6ceeoa nopadicaeuiv!»’
(semantic ambiguity).

Translation 2 (Al): ‘Tlouemy eemep He
npuxooum Ha ceuoanus? Ilomomy umo owu
sce20a «coyeaemcsy 6 NnocieoHutl momenm!’
(semantic ambiguity).
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Translation 3 (Al): ‘Tlouemy 0oorcow ne
pacckasvisaem anekoomoi? Ilomomy umo y
He2o e6cezoa naoxoe uacmpoerue!  (Script
opposition).

Translation 4 (HT): ‘A euepa eynsan no
Jlonoony, Ho mano umo nomumw... Bcé, kak 6
mymane.’ (Semantic ambiguity).

Translation 5 (Al): ‘Buepa neimancs
notimams  myman. Ilpomazan.’ (Semantic
ambiguity).

ChatGPT-40 correctly analyzed the
joke’s mechanism and employed a strategy of
using a different type of wordplay in Russian
that involves similar meanings or sounds (see
Appendix 6%). The result was as follows:
‘Buepa nuimancs noumams MYMaH.
Ilpomasan.” ChatGPT-40’s translation is a
syntactic calque from Russian, where form
has been severed from content. ChatGPT-40
argues that this translation maintains the idea
of trying to catch fog and plays on ‘npomasan’
which can be understood as failing to catch
something. We hold the view that the
translation of the joke aquired an air of
absurdity, because the situation itself is
incongruent with our knowledge of the
external world. Given the unsatisfactory
result, we asked ChatGPT-40 to replace
‘myman’ With a new word that creates a pun
on ‘mpomasan’, the resulting joke was: ‘Buepa
noimancs Hamaszamo macio. Ipomaszan’. This
version was included in the final survey and
received 30% of respondents’ votes (see
Figure 14).

To elicit additional translations from
ChatGPT-40, we employed a holistic
translation technique and requested that
ChatGPT-40 create a series of jokes based on
different weather conditions to produce a
humorous effect in Russian. The following
results were satisfactory: (1) ‘UYmo eposa
ckazana  monnuu?  “Tel  meHnsa  ecez0a
nopasicaewn!”,  (2)  ‘Tlouemy eemep nHe
npuxooum Ha ceuoanus? Ilomomy umo ou
ecez0a 'coysaemcs’ 6 nocieonuti momenm!’

25 https://github.com/RudenkoElena88/Atrtificial-Vs-
Human-Intelligence-in-
Translation/blob/main/Appendixes/APPENDIX%206.p
df

and (3) ‘Tlouemy 002cOb He pacckaszvieaem
anexoomwl? Ilomomy umo y Hezco 6ce20a
nnoxoe mnacmpoenue!’ (see Appendix 6)
ChatGPT-40 performed the task relatively
successfully, generating pun-like question-
and-answer jokes that animate natural
phenomena. The joke’s translation versions
(1) and (2) are based on semantic ambiguity
activated by words ‘mopaxkaems’ and
‘cmyBarbest’, while the translation version (3)
is de-punned and plays on the negative
cultural connotations of the word ‘rain’ which
is often associated with tears and sadness.
These jokes received low funniness ratings:
(1) - 16%, (2) — 15.3%, (3) — 4.7%,
respectively (see Figure 14).

The human-translated joke received the
highest ranking (34%): ‘A euepa eynsan no
JIonoowny, o mano umo nommro... Bcé kak 6
mymane.” The joke accomplishes the
humorous effect by incorporating a new
punchline ‘Bcé kax 6 mymane’, in which two
different underlying semantic structures
(literal and figurative) are presented by a
single surface structure.

All translations (both human-created
and Al-generated) fall into solution type 3
(using a different play element/imagery).

Linguistic features of Joke 6 in its
English and Russian versions maintain the
same trend to meet lower complexity and
higher readability expectations of respondents
(see Table 11%). Apart from the obvious
translation  challenge  concerning  word
frequency  ratings and  terminological
complexity in processing Russian translations
of Joke 6, these parameters were not critical
for the respondents.

26 https://github.com/RudenkoElena88/Artificial -Vs-
Human-Intelligence-in-

Translation/blob/main/Tables/Table%2011.%20Lingui
stic%20features%200f%20Joke%206%20and%20its%
20Russian%20translations.pdf
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Figure 14. Joke 6 human evaluation ratings for humorous effect
Pucynok 14. OueHka pecrnoHIEHTaMHU CTENEHU BBIPAKEHHOCTH IOMOpUCTHYEcKoro 3¢dekra B
LIyTKE 6

Which joke do you think is the funniest?

150 responses

@ Uro rposa ckazana MOnHUM? 'Tel MEHs
Bcerga nopaxaelus!'

@ MMouemy BeTep He NPUXOANT Ha
ceunpganma? MNMotomy YTo OH Beerga 'ca...

@ Mouemy aoxab He paccKkasbiBaeT
aHeK,ELOTbI? HOTOMy 4YTO Y Hero Bcerga...

@ A Buepa rynsn no SloHAORY, HO Mano
4TO MOMHI0... BCé Kak B TymaHe.

@ Buepa neiTancs Hamasatk Macso.
MMpomasan.

A

5.7.2. Joke 6 evaluation results

The results shown in Figure 15 indicate
that the highest percentage of respondents
(44%) perceived all translation variants as
being generated by a human, whereas the only
human-created translation was mistakenly
perceived as Al-generated by 18% of

respondents. The words and expressions most
frequently identified by respondents as
indicative of Al presence in the translation
were: ‘npomaszan’, ‘coyeaemcs’, ‘6cé Kaxk 6
mymane’, ‘mano umo nomuro’. Human
evaluation can be also compared to automatic
Al evaluation (see Table 12).

Figure 15. Respondents’ identification of Al-generated translations in Joke 6
Pucynok 15. OGHapyxeHue pecrionzieHTaMu npusHakoB MU B nmepeBogax mryTku 6

Which joke translation(s) do you believe were generated by Al? The original joke: | tried catching fog

yesterday. Mist. (Joke 6)

150 responses

YTo rposa ckasana MonHun? "Tel
MeHs Bcerga nopaxaeLus!'
[Moyemy BeTep He NPUXOOUT Ha
cBuaaHua? Motomy YTO OH Bee...
Movyemy foxAb He pacckasbiBaeT
aHeKkgoTbl? MoToMy YTO y Hero...
Buepa neiTancs Hamasatb
macno. MNpomasan.

A Byepa rynan no JToHOoHy, HO
Mano 4To NOMHIO... Bcé kak B T...
Bce nepeBoabl BbINOMHEHBI
YeIIOBEKOM.

66 (44%)

80
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Table 12. Automatic evaluation results for Joke 6

Ta6amna 12. Pe3ynbprarel aBTOMaTHUECKON OIICHKHU TSI Iy TKH 6

Deécl:tor Translation | Translation2 | Translation 3 | Translation 4 | Translation
ool 1 (Al) (Al (Al (HT) 5 (Al)

Al Detector | 100% Al 100% Al 100% Al 100% Al 100% Al

0% HT 0% HT 0% HT 0% HT 0% HT
BypassGPT | 100% Al 100% Al 100% Al 100% Al 100% Al

0% HT 0% HT 0% HT 0% HT 0% HT
Grammar 100% Al 0% Al 99% Al 92% Al 46% Al
Checker 0% HT 100% HT 1% HT 8% HT 54% HT

5.8. Joke 7 data

5.8.1. Joke 7 translation generation
results

The original version of Joke 7 is: ‘I
can't believe I got fired from the calendar
factory. All 1 did was take a day off.” The
humour in this joke is based on using a phrase
with double meaning in a specific context
where both meaning potentialities are
realized. Within the context of a calendar
factory, the phrase ‘take a day off” could be
interpreted literally as ‘removing a day from
the calendar’, which would be perceived as
unsatisfactory job performance; it also refers
to taking a one day’s break from work, which
is the normal practice. The comic effect is
evoked by the juxtaposition of these two
meanings.

The resulting translations for Joke 7,
their creators and humour effect mechanism
are as follows:

Translation 1 (HT):  ‘Tasmanosa
yeomunu ¢ gabpuxu no  nNpou3800CmMsy
Kanemoapeil, NOMOMY YMO OH OCMAGIAL
sicHble OHu cede.” (SCript opposition).

Translation 2 (Al): ‘Heseposimno, o
gaxm:  yeonunu Mmewss ¢ 3a600a  NO
npouzeoocmey kanenoapeu. Ilpuuuna? Ooun
nponywennwiil densb. (Semantic ambiguity).

Translation 3 (Al): ‘He moey nosepumo,
umo mems ysoauu ¢ gabpuxu karenoapeu. A
6cec0 auUb 6341 OOUH OeHb omeyia.’
(semantic ambiguity).

ChatGPT-40’s  translation  strategy
involved avoiding the phrase ‘gzamo
gvixoonou’, the direct translation of ‘take a

day off’, as it does not inherently contain the
double meaning that plays with the idea of
removing a day from a calendar (see
Appendix 7%'). In an attempt to find a Russian
equivalent that conveys both meanings,
ChatGPT-40 played with the word ‘Oens’,
generating the following joke: ‘He moey
nogepumv, 4mo MeHs YOIUIU C Hadbpuxu
Kanenoapeu. A 6ceeo auuivb 6351 00UH OeHb
omeyna.’. Although ChatGPT-40 suggests that
a pun is created on the word ‘day’, it is the
use of a verb ‘szams’ that creates a pun, as it
can mean both physically taking something
away (tearing a day out of a calendar) and
taking a day off in a figurative sense.
However, this translation does not produce a
pronounced humorous effect, as the verb
‘e3amob’ functions as part of a support verb
construction and is thus desemantized (empty
of meaning). Consequently, we requested
ChatGPT-40 to approach the translation
creatively in order to intensify the humorous
effect, the result was as follows:
‘Hegéepoammuo, HO ¢haxm: yeonunu MmeHs c
3a600a N0 NPoOU3BOOCMEY  KaleHoapell.
Ipuuuna? Ooun nponywennwiti dens. . In this
translation, ChatGPT-40 structured the joke
around the phrase ‘nponywennviii Oenv’,
which can be interpreted both as ‘accidentally
skipping a day while compiling a calendar’
and ‘missing a day of work’. Both Al-

27 https://github.com/RudenkoElena88/Atrtificial-Vs-
Human-Intelligence-in-

Translation/blob/main/Appendixes/ APPENDIX%207.p
df
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generated translations fall into solution type 1
(maintaining the initial play element and/or
imagery). These translation versions were
included in the final survey and received 10%
and 34% of respondents’ votes, respectively
(see Figure 16).

However, the highest humorous effect
was achieved by a human-created joke:
‘Tasmanosa  yeonunu ¢ ¢gabpuxu  no
npouzBo0Cmey Kaienoapell, Nomomy 4mo OH
ocmaensin schvle OHu cebe.’. The joke is
culturally resonant, as it references a fragment
of a well-known song performed by the

Russian singer Oleg Gazmanov: ‘4 s schuble
OHU ocmaenio cebe, a s Xmypble OHU
sozepawaio cyovoe’. The joke is based on
breaking of ‘script oppositions’ (our
expectations), which leads to humorous
results (solution type 2). Nevertheless, this
translation  version relies heavily on
extralinguistic knowledge and may not be
appreciated by respondents unfamiliar with
the song. This joke was evaluated as
humorous by 56% of respondents
(see Figure 16).

Figure 16. Joke 7 human evaluation ratings for humorous effect
Pucynok 16. Ouenka pecrioHIeHTaMH CTETIEHU BBIPAKEHHOCTH IOMOPUCTHYECKOTo 3 dekra B

myTKe 7

Which joke do you think is the funniest?

150 responses

Joke 7 textometric

analysis
demonstrates that human translators tend to
prefer a more holistic approach and are not
afraid of employing a different play
element and/or imagery (see Table 13%). In
case with Joke 7, Al-generated translations

are  more stereotypical and  calque-

oriented. Though  these translations
manage to maintain the same  play
element and imagery, the effectiveness

of this solution does not prove its adequacy.

28 https://github.com/RudenkoElena88/Artificial -Vs-
Human-Intelligence-in-

Translation/blob/main/Tables/Table%2013.%20Lingui
stic%20features%200f%20Joke%207%20and%20its%

20Russian%?20translations.pdf

@ rasmaHosa yBonunu ¢ dpabpuki no
NPOU3BOACTBY KaneHAapeii, NoToMy 4To
OH OCTaBNAnN AACHbIe AHK cebe.

@ HesepoATHo, HO hakT: yBONWNA MEHS C
3aBoja no npou3BoacTBY Kaner,apeﬁ.
MpuumHa? OQuH NponyLleHHbIA JeHb.

He mory noBepuTb, 4TO MEHS YBOMMUNU C
thabpukn kaneHgapen. A Bcero nyWb
B34 OQWH AEHb OoTryna.

5.8.2. Joke 7 evaluation results

As shown in Figure 17, 72.3% of
respondents correctly identified the third joke
as Al-translated, whereas only 20.3% of
respondents evaluated the second Al-
generated joke as Al-generated. The human-
translated version received the lowest
percentage of votes attributing it to Al. The
most  frequently identified words and
expressions  that respondents  believed
indicated Al presence in the translation were:
‘00un OeHvb omeyna’, ‘00uH NPONYUJeHHbBIl
Oenv’, ‘He Mmocy nosepumsv’, ‘habpuxa
kanenoaper’. Respondents also noted a
general impression of high literality, which
they associated with Al-generated translations
without specifying particular words or
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phrases: literal translation, word-by-word
translation. Human evaluation can be also

compared to automatic Al evaluation (see
Table 14).

Figure 17. Respondents’ identification of AI-generated translations in Joke 7
Pucynok 17. O6HapyxeHue pecrnoHeHTamMmu rnpu3Hakos MU B nmepeBogax nryTku 7

Which joke translation(s) do you believe were generated by Al? The original joke: | can’t believe | got
fired from the calendar factory. All | did was take a day off. (Joke 7)

148 responses

la3maHOoBa YBONWIKW ¢ thabpukn
Nno NPoU3BOACTBY KaneHaape,
MOTOMY YTO OH OCTaBMAM SACHbI. ..
HeBeposTHO, HO thakT: yBonunu
MEHS1 C 3aBoJa Mo NPOU3BOACTRY
kanexaapen. MNpuumHa? OguH. ..
He Mory noBepwTb, 4TO MeHs
yBONWUNK ¢ habprkm
Kanenaapen. A BCero nuLlb B3...

Bce nepeeobl BbINOTHEHBI
YENOBEKOM.

Table 14. Automatic evaluation results for Joke 7

107 (72.3%)

125

Ta6auna 14. Pe3ynprarel aBTOMaTHUECKOM OIEHKH AJISI IITYTKU 7

Al Detector Tool Translation 1 (HT) | Translation 2 (Al) | Translation 3 (Al)
Al Detector 100% Al 0% HT 100% Al 0% HT 100% Al 0% HT
BypassGPT 100% Al 0% HT 100% Al 0% HT 100% Al 0% HT
GrammarChecker | 99% Al 1% HT 99% Al 1% HT 0% Al 100% HT

5.9. Data aggregation and discussion
Data aggregation makes it possible to
formulate specific textometric tendencies that
act as a set of criteria which can facilitate the
identification of Al-generated and
human-translated texts (Appendix 8%). One of
the  challenges for the  academic
society is to establish whether respondents
representing the so-called general public are
really able to perform such identification and
measure not only translation equivalence, but
also adequacy without any professional
linguistics competences.

2nttps://github.com/RudenkoElena88/Artificial-Vs-
Human-Intelligence-in-
Translation/blob/main/Appendixes/APPENDIX%208.p
df

Following the logical framework of the
joke-by-joke analysis above, this section
summarizes and visualizes the overall
parameters to denote any possible differences
that create a gap between Al-generated and
human-translated jokes.

Naturalness/artificiality analysis in the
TEXT category shows that average Russian
human translation results have a good
correlation with the English source text (see
Figure 18), with the number of sentences
being slightly less and the sentence length
being slightly bigger than in English. Al-
generated translations demonstrate a 50%
drop in the number of sentences and an
obvious decrease in sentence length.

Such drastic differences usually involve
increased structural complexity reflected by
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changes in  punctuation, with fewer sentence and more expressive punctuation at
punctuation marks being used within a the end of the sentence (see Figure 19).

Figure 18. Analysis of naturalness confusion parameters for the TEXT category
PucyHnok 18. Ananu3 nmapamMeTpoB JUIsl ONpeeICHUs €CTeCTBEeHHOCTH Tekcra 1o kareropun TEKCT

1.80 10.00
1.60 9.00
1.40 8.00
120 7.00

6.00
1.00

5.00
0.80

4.00
0.60 3.00
0.40 2.00
0.20 1.00
0.00 0.00

Average (English) Average (Russian Al) Average (Russian HT)

s No. of sentences Average sentence length (words)

Figure 19. Analysis of naturalness confusion parameters for the PUNCTUATION category
Pl/lcyHOK 19 AHaJ'II/I3 r[apaMeTpOB JJIA onpez[eneHHﬂ CCTCCTBCHHOCTHU TCKCTaAa IIO KaTeI‘OpI/II/I
ITYHKTYALIA
1.40
1.20
1.00
0.80
0.60
0.40
0.20
0.00
& R

S

mmmm Average (Russian Al) == Average (Russian HT) == Average (English)
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The repetitiveness category both in Al-
generated and human translations quite
closely follows the graph for the English
source text, with a significant deviation only

for the 3K word frequency assessment, which
features a more complex vocabulary used in
Russian (see Figure 20).

Figure 20. Analysis of naturalness confusion parameters for the REPETITIVENESS category
Pucynok 20. AHanu3 mapamMeTpoB IJsi ONPEICICHHUS ECTECTBEHHOCTH TEKCTa IO KaTeropuu

ITOBTOPAEMOCTD
14.00

12.00
10.00
8.00
6.00
4.00

2.00

0.00 _—
Unique 1-grams

mmmm Average (Russian Al)

Readability analysis reveals almost a
full match in scores between English source
text and Al-generated translations (see Figure
21). Human translations into Russian feature
higher scores than Al-generated texts for all
index parameters under study. At the same
time, it is important to note that the
readability category did not have a significant
impact on the respondents’ reactions, which
can be explained by the fact that all our
respondents were university students and
teaching staff while English jokes and their
Russian translations are accessible for
schoolchildren aged 8-10.

Word frequency
assessment (3K)

Word frequency
assessment (SK)

Word frequency
assessment (10K)

Average (Russian HT) == Average (English)

Part-of-speech aggregation shows that
structurally all texts obtained are quite close
to each other, which can be explained by
systematic similarities between English and
Russian, on the one hand, and by the genre of
pun-based jokes selected for the present case
study, on the other (see Figure 22). Such jokes
feature stereotypical formal structure, which
creates a serious limitation and sometimes can
produce obstacles to achieve translation
equivalence and adequacy. Following the
general logical organization of such a joke,
translators have applied a holistic approach to
overcome this challenge.
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Figure 21. Analysis of naturalness confusion parameters for the READABILITY category

Pucynok 21. AHamu3 mapaMeTpoB JUIsL OINPENENICHUS] €CTECTBCHHOCTH TEKCTa [0 KaTeropHu
UUTABEJIbBHOCTb

12.00
10.00
8.00
6.00
4.00

2.00

0.00
Automated Grade level Agerange  Flesch-Kincaid Coleman-Liau
readability index score index

mumm Average (Russian AI) mwm Average (Russian HT) e Average (English)

Figure 22. Analysis of naturalness confusion parameters for the POS category
Pl/lcyHOK 22. Anamms napaMeTpoB JId OHNPEACICHUA CCTCCTBCHHOCTH TCEKCTA IIO KAaTCropuu
YACTHU PEYUA
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mmmm Average (Russian AI) = Average (Russian HT) === Average (English)
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As far as humorous effect is concerned,
not a single joke features a play element at the
morphological level (see Figure 23). Absence
of morphological-level play elements might
explain why grammatical parameters and
structural complexity, though evident in some
translations, did not prevent our respondents
to understand the jokes. In English, only one
joke is based on a phonemic play element
(Joke 1) while all other jokes contain
semantic-level play elements. In Russian,
neither Al-generated nor human-translated
jokes include a pure phonemic play element.
It can be assumed that the semantic level is
fundamental for these Russian translations,

with certain phonemic components being
sometimes used alongside with various
semantic means.

There is a striking correlation in graphs
for humorous effect rating and solution
classification type for both Russian Al-
generated and human-translated jokes (see
Figure 24). It is obvious that the funnier a
joke is for respondents, the more holistic its
translation is, which means that a good
translator of such texts should possess a
greater creative freedom, avoid stereotypical
play elements and/or imagery, and seek to
generate novel interpretations.

Figure 23. Analysis of naturalness confusion parameters for the HUMOUR EFEECT LEVEL

category

PucyHok 23. AHanu3 mapamMeTpoB ISl ONPEICICHHUS ECTECTBEHHOCTH TEKCTa I10 KaTerOpuu

YPOBEHb IOMOPUCTHUYECKOI'O DOOPEKTA
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0.40
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Morphological
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Figure 24. Analysis of naturalness confusion parameters for the SOLUTION CLASSIFICATION

TYPE and HUMOUR EFFECT RATING categories

PucyHok 24. AHanu3 mapameTpoB JUIsl ONPECIICHUsI €CTECTBEHHOCTH TeKcTa 1o kareropusim THUIT
[NEPEBOJUECKOI'O PEIIEHUA u CTEIIEHb BbIPAJKEHHOCTU IOMOPUCTUYECKOI'O

DOODOEKTA

40.00%
35.00%
30.00%
25.00%
20.00%
15.00%
10.00%

5.00%

0.00%
Average (Russian AT)

s Humorous effect rating

As our study shows, the translations that
received the highest ratings for humorous
effect were those produced by human
translators (see Table 15). It should also be
noted that Al-generated translations, which
were evaluated as humorous within the range
of 4.7% to 34%, were technically hybrid
human—machine translations, as these Al-
generated outputs often required further

245

2.40

2.35

2.30

2.25

2.20
Average (Russian HT)

=== Solution classification type

revision. Nitzke et al. define revision
competence as the ability to “develop
strategies for consciously reading a text, not
written by him” and to “handle the trade-off
between the necessary changes and over-
editing” (Nitzke et al., 2019: 249). In our
case, this competence was divided between
the human translator, who identified the issue,
and Al-translator, which endeavored to fix it.

Table 15. Summary table of translations with the highest ratings for humorous effect
Ta6mmma 15. Cpognast Tabnuia MEpeBOAOB C CaMOW BBICOKOW CTEMEHBIO BBIPAKEHHOCTH

FOMOPUCTHYECKOTO 3 deKTa

quicker.

anepumugvl — onepamusHeti!

Ne | The original joke Human translation Percentage

1 | What did the pirate say when he Y nupama mpu moicsiuu opyseti, som 51.3%
turned 807 Aye matey! MONILKO 8Ce OHU Yepmiu.

2 | Candy is dandy but liquor is Kongpemur — sghgpexmmvi, Ho 34%

thinking it would make him run
faster. If anything, it made him
more sluggish.

3 | Itook the shell off my racing snail, | Yiumka Yavsana nonsna na pabomy max | 42%
ObICMPO, YMO BLINONZNA U3 OOMUKA.
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4 | Two windmills are standing in a
field and one asks, “What's your

2

says, “I'm a big metal fan.

Oona menvHuya 2oeopum opyeou: «Kax | 62%
Mol MO2A He NO30PABUMb MeHsl C OHEM
favorite kind of music?” The other | poocoenusn?!» A ma el omgeuaem:
«H36unu, umo-mo coscem
3aKPYMULACH Y.

5 | I have a split personality,” said
Tom, being frank.

— Kaowcemces, y mens pazosoenue 58%
auunocmu, — ckazan Tom, enaosacsy 6
3epKano. — Y nac, — Msieko nonpasuio

a day off.

calendar factory. All | did was take | npouszsoocmey kanenoapeii, nomomy
Ymo o1 OCMAGsAN ACHblE OHU cebe.

ompasicenue.
6 | Itried catching fog yesterday. Mist. | A euepa 2ynsn no Jlonoony, no mano 34%
umo nomuI0... Bcé xax 6 mymare.
7 | Icant believe I got fired from the | I'asmanosa ysonunu ¢ habpuxu no 56%

The scores presented below reflect how
well it is possible to identify Al-like elements
in Al translations of pun-based jokes (see
Table 16). The average percentage of
respondents who correctly identified Al
patterns in the Al-generated translations is
approximately 55.6%. In case with automatic
Al detectors, their scores are not consistent as
such online tools available for checking
Russian texts do not really perform this
operation and are somehow preset to inform a
user that the uploaded text is Al-generated.
Thus, along with the low F1 Score for
automatic evaluation, it can be assumed that
Al detectors cannot be a reliable instrument
and serve rather as an optional than an
indispensable tool. Another issue that could
possibly be a plausible explanation is that Al

Table 16. Human vs automatic evaluation results

detectors tend to become vulnerable the
stronger LLMs become the more difficult it is
to identified Al-generated texts (Zhang, Ma et
al., 2024).

Confusion  parameters  calculation
clearly states that human evaluation can be a
reliable and indispensable tool in Al
generation identification. F1 Score for human
evaluation does not exceed the accepted level
of evaluation consistency (80%) and does not
match the Translation Quality Index (93.6%),
but it is still far more reliable than automatic
evaluations.

Finally, Table17 enlists Al-like
elements which the respondents used as their
own set of criteria to identify Al-generated
translations.

Taﬁ.lmua 16. CpaBHI/ITeHBHHC PE3YJIbTAaThI aBTOMAaTUYECKOM OILIEHKH H OIICHKHU, BBIIIOJTHEHHOM

YCJIIOBCKOM
Human evaluation | Automatic evaluation
TPR/Recall 0.7000 0.1133
FNR 0.3000 0.8667
TNR 0.5583 0.8933
FPR 0.4417 0.1067
Accuracy 0.6345 0.8893
Precision 0.6487 0.6145
F1 Score 0.6738 0.1913
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Table 17. Respondents’ comments on Al-generated content identification criteria
Ta6amuma 17. KommeHTapuu pecrioHJEHTOB OTHOCHUTEIBHO KPHUTEPHUEB OOHAPYKCHHS MPHU3HAKOB

NU B nepeBomax

Joke No.

Comments of respondents who correctly identified Al-generated translations
(original spelling and punctuation preserved)

WU, necmenHoe 00bsICHEHUE
CIIMIIKOM JIOTHYHO

Joke 1 Hauano B TouHOCTH Kak B opuruHaie «4To ckaszai nupar»
«CempaecsaT (yToB moj KuieM!» — 3By4UT KaK TO, YTO MOT' OBl HAIIKCATh TOJIBKO

Joke 2 Hamuuue gactuir «3to»

CKOPOCTBIO.

CJIOBA HC CYHICCTBYCT

Joke 3 TOHOYHAs YJINTKA + KOHCTPYKLMS IIPENJIOKCHHUS
51 mymato, yto UM octaBnsieT GONBIIYIO YacTh CIIOB.
CnoBO «CIU3HABON» HE NEPENAET CyTh IIYTKH, IOTOMY 4TO 3TO HE CBA3aHO CO

HaJIn4ue CJI0Ba ((CHH3HHBBIﬁ)), Ha Mo B3I A, PCAKOC B yrIOTpe6J'IeHI/II/I HUJIN TAaKOI'o

JIPYroil UHTEPIPETALINH.

Joke 4 KTO BOOOIIIE HCITONB3YET CJIOBO «BETPSK»
KonTteker ocraercs npexxuum. S gymaro, yro MM He MOXKeT pencTaBuTh UIyTKY B

OTCYTCTBYCT aJalliTallisd IIYTKH, pCYCBBIC KYKPAIICHUA», PCUb HCKHUBAs

Ha4aJIO IIYTOK

CJIMIIKOM IMPAMO

Joke 5 W 3neck 1 B npeapaynux mrytkax (qa u gansiune), MU neiraercsa 1x1 nepesectu

«... Oymyun @paHKOM» — B OpPUTHHAJIEC €CTh UTPa CIIOB, a TYT BOOOIIE HUYETO,

Joke 6 ! B KOHIIE
CayBaercsi CTpaHHOE CIIOBO

CnyBaercs (HET TaKOTO BBIPAXKEHUS, YTO KTO-TO CYBAETCSI, TOJIBKO CIIMBAETCS)

T'azmanoBa

Joke 7 Jlymaro, 4To HeipoceTh He CMOIUIa ObI COMOCTABUTh «SICHBIE THU» C MIECHEH

IIpeBanupyer AOCIOBHBIN IIEPEBOJ
HenpaBuiibHOE TOCTPOCHHUE NPETIOKEHUS

6. Conclusions

As demonstrated in the Results, the
survey was deliberately designed to first
evaluate the joke’s comic effect without
revealing that these jokes were translated
versions of the original English pun-based
jokes, i.e., initially they were introduced as
original Russian jokes. The aim was to
measure respondents’ text reception and to
elicit their immediate reaction to several
translation alternatives, devoid of any
preliminary explanations that could have
distorted their reception in the target linguistic
and cultural system. In our study, the
respondents’ responses were taken as ultimate
criteria of achieving joke’s main purpose —

causing laughter and thereby generating
pleasure. We align ourselves with the
response-oriented approach to translation
quality evaluation: “Ubersetzungskritik <...>
sollte immer klar diagnostizieren, welche
Wirkung der iibersetzte Text in seinem
Umfeld und fiir seine Rezipienten hat.”
(Translation criticism <...> should always
clearly diagnose what effect the translated text
has in its environment and for its recipients.)
(Honig, 2020: 123). There exists a
contradiction between the two criteria of an
adequate translation: the equipollency of
source text (ST) and target text (TT)
regulatory influences, and their semantic and
structural similarity. According to Vermeer,
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“in translation, priority has to be given to one
factor and the others have to be subjected to it
— because one cannot serve two masters at the
same time” (Vermeer, 1994: 13). Therefore,
we decided to prioritize the first criteria: the
equipollency of ST and TT regulatory
influences, as preserving the original
semantics and syntax would have been
impossible without losing the humorous
effect. To empirically diagnose the effect of
the translated text on recipients, we designed
a survey that offered multiple-choice options
with translations produced both by Al and a
human.

The Results section apodictically
demonstrates that the highest humorous
response was achieved by human-translated
jokes. In most cases, the human translator of
pun-based jokes employed creative solutions
of translation problems, such as partially
changing or completely reformulating the
joke ex novo in order to preserve its
humorous potential (holistic translation
technique).

The second part of the survey disclosed
the nature of the jokes: respondents were
informed that jokes were not original but
translated, and that Al had participated in
translating some of the jokes. Respondents
were then asked to identify signs of Al
involvement. In this part of the survey, there
was no unanimity among respondents: on
average, only 55.6% correctly identified
Al patterns in the Al-generated translations,
and 25.76% of respondents, on average, were
convinced that all translations were produced
by a human.

We hold the view that the first part of
the survey clearly indicates humans’ ability to
distinguish between Al- and human-created
content on the basis of emotional decision-
making. In contrast, the second part, which
involved logical decision making, revealed
respondents’ confusion and doubt, marked in
their answers by the following words and
expressions: ‘e smarw’, ‘me 3Hal, mak
Kaxcemcs', ‘uymve y MeHs’', ‘yyscmeyemcs’,
‘unmyuyus’, 3ampyoHsocy .

Confusion  parameters, which are
defined by linguistic features of the dataset
and provide an objective approach to identify
and evaluate translation naturalness of pun-
based jokes translated from English into
Russian, can be classified into three groups:

1) nonconfusing parameters: number of
sentences, average sentence length, POS
(especially  adjectives,  pronouns and
autosemanticity); solution classification type
combined with humour effect rating;

2) neutral parameters: punctuation,
repetitiveness, and humour effect level;

3) confusing parameters: readability.

To sum up, humans demonstrate more
consistent evaluation of pun-based jokes
translated from English into Russian than Al
detection tools available for the Russian
language. Hence humorous effect evaluation
is valid only if performed by humans, whose
emotional response turned out to be the only
reliable metrics for assessing joke adequacy.
Al can be recommended as an auxiliary tool
for translating and assessing pun-based jokes,
but cannot be regarded compulsory.
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