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PA3/IEJI I. TEOPUA A3bIKA
SECTION I. THEORY OF LANGUAGE
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Abstract. The widely recognised multi-compositionality of linguistic complexity has
led scholars to formulate several definitions of the construct according to the
perspective taken on the matter in each field. The measurement of English complexity,
in particular, seems to have long relied on a few indices, mainly lexical and morpho-
syntactic, which in some cases appear to have been preferred over other measures
for their ease of computation rather than methodological effectiveness. The picture
of complexity emerging from the present review is that of a construct that often still
lacks a thorough and shared definition and operationalisation. Notwithstanding these
issues, it is argued that investigating linguistic complexity is still important and its
study becomes more tractable when 1) it is carefully discerned from cognitive
complexity (i.e., difficulty), thus when the linguistic forms characterising a text and
their functions are studied separately from the implications these have on cognitive
processing; 2) resorting to evidence-based inductive approaches, which reduce the
impact of the set of a priori assumptions inherited from traditional categories of
linguistic analysis about how language works; 3) adopting a register-functional
approach, which adds an explanatory dimension to the study of linguistic complexity
by taking into account how the communicative purposes, the type of audience and the
production circumstances of a text influence its complexity.

Keywords: linguistic complexity; review; definitions; methodology; English

How to cite: Galiano, L. (2025). What happened to Complexity? A review of
definitions, measurement and challenges, Research Result. Theoretical and Applied
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1. Introduction

The construct of linguistic complexity
has always been elusive and problematic from
the point of view of its definition,
operationalisation and measurement (Norris,
Ortega, 2009; Pallotti, 2009; Bulté, Housen,
2012; Housen et al., 2019; Joseph, 2021;
Biber et al., 2022). Many scholars have tried
to contribute to the debate by widening or

narrowing its scope and proposing an array of
complexity indices for measurement (Norris,
Ortega, 2000; Arends, 2001; McWhorter,
2001; Nichols, 2009; Trudgill, 2001, 2004;
Miestamo, 2008; Bulté, Housen, 2012;
Kortmann, Szmrecsanyi, 2015; Lintunen,
Maikild, 2014; Pallotti, 2015; Biber et al.,
2022). Nonetheless, a comprehensive theory
which could account for the complexities of
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all levels of linguistic analysis, i.e.,
grammatical, lexical, phonological,
pragmatic, was never put forward. Dealing
with one level of linguistic complexity or the
other requires different theoretical
frameworks and measures, also mirroring the
linguistic field within which the studies on
complexity are being conducted: for instance,
the approach to complexity in linguistic
typology is different from the one adopted in
second language acquisition (SLA henceforth)
with the former mainly focusing on structural
complexity, i.e. the complexity of a language
system, and the latter on developmental
complexity, i.e. the complexity of the process
of language learning and acquisition.

Most of the problems concerned with
the definition of linguistic complexity lie with
the terms that have been used in the literature
to describe it, which are recognised to be
vague and circular (Bulté, Housen, 2012;
Joseph, 2021; Biber et al., 2022). For
example, from the SLA perspective Skehan
(2003: 8) claims that complexity ‘refers to the
complexity of the underlying interlanguage
system developed’ and Ellis and Barkhuizen
(2005: 139) define complexity as the ‘use of
challenging and difficult language.” These
tautological statements do not allow to pose a
common basis as to what ‘complex’ actually
means in linguistics and how to establish
whether  certain  linguistic  features or
structures are more complex than others, both
within the language and across languages (cf.
Equicomplexity Hypothesis, Dahl, 2004,
Kusters, 2003; McWhorter, 2001; Miestamo,
2006).

An array of different definitions of
linguistic complexity have been put forward
in the literature (e.g., structural, cognitive,
discourse-interactional), each one touching
upon one or more dimensions of complexity
(see Section 2). Among these, perhaps the
most cited is Miestamo’s (2008) articulation
of linguistic complexity into absolute and
relative complexity, which introduced the
important distinction between the complexity
intrinsic to a language system (e.g.,
phonological, lexical and syntactic inventory

and rules) and the impact of user’s variables
(such as motivation, L1 background, etc.) on
the complexity of their linguistic production.
In fact, complexity can be articulated into at
least three main sub-constructs: one is the
complexity of the structure, i.e., the language
system under analysis with its features and
rules; another is cognitive complexity which
involves the cognitive cost (i.e., difficulty)
required by the processing of more or less
complex language (Hulstijn, Graaf, 1994); the
last is developmental complexity, which
corresponds to the order in which language
features and rules are acquired and mastered
in both first and second language acquisition
(Bulté, Housen, 2012; Pallotti, 2015).
Discerning between structural, cognitive and
developmental complexity, however,
represents only a first step into defining the
components of such a multi-faceted construct.
Moreover, provided one manages to
satisfactorily define its sub-constructs, it is
rarely made explicit how the sub-constructs
stand in relation with one another as well as
where they overlap. A further issue with the
systematisation of linguistic complexity is
represented by the identification of analytical
measures, as this stage heavily depends on the
formulation of definitions concerning what
counts as complex, how linguistic features are
placed on the continuum less-to-more
complex, and what are the measures that
could reliably provide a quantitative
indication of the degree of complexity of a
feature or dimension under study.

2. Aims and methodology

The present review provides an
overview on the definitions,
operationalisation and measurement of
English complexity as dealt with in the
literature between the decades 1900-2020
with a focus on the challenges and issues
presented by this construct. The final aim is to
propose a number of adjustments to be
implemented in the study of complexity that
could solve some of the issues that have
earned complexity the label of ‘intractable’
construct (Joseph, 2021).
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The questions that will be answered are:

1) Which  definitions of linguistic
complexity are there and what are their
limitations?

2) How has linguistic complexity been
measured so far?

3) What methodological changes could
improve the reliability of complexity studies?

The theories reported in the paper and
the related operationalisations through a
number of indices and complexity measures
will be critically discussed in order to
highlight the ways in which such theories and
measures can be biased or ineffective. This
step is particularly relevant since many
studies on complexity have simply borrowed
measures and indices without testing whether
these could yield reliable results.

For reasons of space, the paper focuses
on English linguistic complexity and its
relation to SLA, which has fostered a
substantial body of scholarly production and
discussion on the topic (see DuBay, 2004,
Nelson et al., 2012; Pallotti, 2015; Joseph,
2021). The author, however, is aware of the
contribution made by functional-typological
studies (e.g. Kusters, 2003; Miestamo, 2006,
2008; Nichols, 2009; Sinnemaiki, 2011; Di
Garbo, Miestamo, 2019) to the debate on
linguistic complexity and will occasionally
resort to them.

It will be maintained that changing the
approach to the definition of complexity,
while also becoming aware of certain
linguistic bias, substantially improves the
quality of research and the reliability of
results.

The paper is structured as follows:
definitions of linguistic complexity are
illustrated in Section 3 from the first global
definitions of ‘code complexity’ to the
articulation into sub-constructs of linguistic
complexity; Section 4 outlines the measures
of complexity and discusses the limitations;
Section 5 deals with the complexity of written
vs. spoken language; finally, in Section 6
methodological adjustments are proposed and
conclusions are drawn.

3. Definitions of complexity

It is difficult to find a commonly
accepted definition of linguistic complexity in
the literature (Bulté, Housen 2012: 22,
Pallotti, 2009), due to the polysemy of the
term ‘complexity’ itself. As Pallotti (2015: 2)
points out, even when looking at the
dictionary definition of complexity, the term
encompasses at least two main meanings: the
first underlines the multi-compositionality of
complex items as ‘composed of two or more
parts’; the second highlights the difficulty
implied in something complex as ‘hard to
separate, analyze or solve’’.

The first notions of ‘code complexity’
(Candlin, 1987, Skehan, 1996), thus
complexity applied to language, were
proposed by researchers who, as many
teachers and lay people, noticed that some
communicative tasks appeared to be more
difficult than others in that they required more
complex language, such as sophisticated
vocabulary and syntactic structures, to be
processed and  produced. Linguistic
complexity, in other words, has long been
bound to the concepts of effort and difficulty.
As a consequence, certain expressions,
namely long structures and infrequent words,
were deemed linguistically complex because
generally perceived as difficult to process (cf.
DuBay, 2004, Nelson et al., 2012). Between
the 1800s and 1960s the literature focused on
the implications length, frequency and
predictability of linguistic expressions had on
linguistic  complexity:  Sherman  (1893)
studied the sentence length of novels and
noted that sentences were becoming shorter,
thus simpler, over time; Zipf (1935)
highlighted how frequent words in languages
tend to be short, thus optimising form-
meaning matching by requiring less
processing effort (cf. Law of Abbreviation;

! https://www.merriam-

webster.com/dictionary/complex
06.02.2025)

(accessed:

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y IMTPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS


https://www.merriam-webster.com/dictionary/complex
https://www.merriam-webster.com/dictionary/complex

Galiano L. What happened to Complexity? A review of definitions, measurement and challenges -

Principle of Least Effort); Shannon (1948)
related the unpredictability of the occurrence
of certain words or expressions in a context to
complexity; focusing on the written text, the
literature on readability (Kitson, 1921; Lively,
Pressey, 1923; Thorndike, 1934; Gray, Leary,
1935; Lewerenz, 1935; Patty, Painter, 1931;
Flesch, 1948; Klare, 1963, 1974-5; Fry, 1968)
claims that shorter sentences and words, as
well as frequent vocabulary items, promote
reading ease. Finally, with Chomsky (1957),
syntax too begins to be given considerable
importance in contributing its own complexity
to the text, which is not only related to the
length of sentences but also to the underlying
rules of combination of its elements.

Over time complexity turns out to be a
broader construct than the one originally
outlined and begins to include different
aspects of linguistic competence and
sophistication. As mentioned in Section 1,
two broad definitions of complexity become
most often adopted and investigated in the
literature around the years 2000s: absolute
complexity  and relative ~ complexity
(Miestamo, 2008).

Absolute complexity refers to the degree
of sophistication of a language system. This
approach studies the number of parts a
linguistic system is composed of (e.g.,
sounds, vocabulary, morphological marks,
etc.) together with the number and types of
connections between the parts (e.g., word
formation rules, syntactic rules, etc.). As
outlined by Pallotti (2015), the expression
‘structural complexity’ is often preferred to
‘absolute complexity’, since the latter implies
the existence of a theory-free description of
language which is, in fact, very unlikely
(Kusters, 2008: 8); what is complex according
to an analytical framework or theory might
not be according to another (Bulté, Housen,

2012: 26). The study of structural complexity
is approached in two main ways (Dahl, 2004:
51): one is through Kolmogorov complexity
(Li, Vitanyi, 1997) according to which
complexity directly corresponds to the length
of the description of a linguistic feature or
language system; the second is descriptive
complexity which, in a similar way to
Kolmogorov ~ complexity, still  defines
structural complexity in quantitative terms,
yet instead of considering the length of
descriptions as an indicator of complexity, it
counts the number of different elements in a
linguistic production — or language system —
and their interconnections (Pallotti, 2015: 4).
For instance, German pronominal system
requires a longer description than the English
one. Similarly, the number of features
expressed by German personal pronouns is
higher compared to English pronouns. Indeed,
German pronominal paradigm is characterised
by a rich case system which marks accusative
and dative by suffixation, whereas English
pronouns have fewer cases marked by
suffixation (see table 1 below); the dative case
is marked in English either by the
prepositional phrase to + Noun Phrase or by
the accusative case in double accusative
constructions (e.g., She gave him a book).
Furthermore, differently from English,
German encodes the distinction between
formal and informal address on the second
person, namely du vs. Sie, which produces
pairs of second person pronoun forms in the
plural, and in the accusative and dative cases
(see table 1 below). Therefore, according to
the quantitative parameters used to measure
structural complexity (including Kolmogorov
complexity), German personal pronouns are
more complex than English  personal
pronouns.
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Table 1. Personal pronouns in German and English

German English
Nominative | Accusative | Dative Nominative | Accusative
1%t | Ich mich mir I Me
2" | Du Dich/  Sie | Dir/lhnen You You
(inf.)/Sie (form.) (form.)
(form.)
3 | Er, Sie, Es Ihn/sie/es Ihm/ihr/ihm | He, she, it Him, her,
it
15t | Wir Uns uns We Us
PL
2" | |hr Euch/Sie Euch/lhnen | You You
PL | (inf.)/Sie (form.) (form.)
(form.)
3 | Sie Sie Ihnen They Them
PL

Although conceptually straightforward,
descriptive complexity may be a not so
reliable construct for two reasons: first, the
linguistic systems and sub-systems in which a
lack of order is observed will be deemed more
complex (Sinneméki, 2011), since they will
require longer descriptions. For example,
irregular verb morphology in English would
generate a longer description than regular
verb morphology. Nonetheless, length of
description does not constitute proof of
complexity (Pallotti, 2015) due to the second
reason i.e., the descriptive approach is deeply
theory-laden as the length of the description
depends on the analytical categories adopted
(Joseph, 2021). In other words, being the
analytical categories mainly based on Latin,
the attempt to make traditional linguistic
categories fit other languages is bound to
produce longer descriptions, especially the
more the language under analysis drifts apart
from the one on which the analytical
categories are based. This becomes
particularly evident when looking at
functional-typological studies, in which the
categories used to analyse European
languages are often not suitable to be applied
to languages spoken outside of Europe (cf.
Miestamo,  2008).  Therefore,  longer
descriptions might not necessarily correspond

to an actually higher degree of complexity as,
simply, to a lack of appropriate labels and,
ultimately, to biased analyses.

The second most common sub-construct
of complexity is labelled relative complexity,
since complexity is studied in relation to the
language user and how individual variables
affect the mastery of a second language (L2
henceforth). In particular, relative complexity
investigates, on the one hand, the impact the
structural complexity of the L2 exerts on
teaching and learning (DeKeyser, 1998;
Doughty, Williams, 1998; Spada, Tomita,
2010; Bulté, Housen, 2012) and, on the other
hand, the linguistic complexity of the L2
output produced by learners. Furthermore, it
makes inferences about the cognitive
complexity (i.e. difficulty) experimented by
the learner by looking at the order of
acquisition of a number of linguistic features
(e.g. 3SG present tense -s, passive
constructions, relative clauses) based on the
assumption that features that appear later in
language development must be more difficult
to master. While the impact of linguistic
complexity on teaching and learning is
believed to be related to the structural
complexity of the target language, the
complexity of the production of L2 learners is
seen as the mirror of a learner’s stage of
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acquisition and level of proficiency as well as
the result of the influence of learners’
individual variables such as linguistic and
cultural background, motivation, attention
capacity, identity, etc. (Bygate, 1996;
Derwing, Rossiter, 2003; Collentine, 2004;
Norris, Ortega, 2000). Relative complexity in
English has been eagerly studied in SLA
through the Complexity, Accuracy, Fluency
(CAF) paradigm (cf. Hunt, 1965; Brown,
1973; Skehan, 1996; Pallotti, 2009;
DeKeyser, 2005 for a detailed discussion).
Within the CAF paradigm, complexity is a
characteristic of the learner’s output and is
related to the ability to produce linguistically
demanding language in both variation and
sophistication  i.e.,  considering  both
quantitative (e.g., length, frequency of units)
and qualitative (e.g., types of dependency)
aspects (Ellis, Barkhuizen, 2005). This falls
within the conception of ‘more is more
complex’, whereby complexity ends up
corresponding to a greater number of
components in a unit and deeper levels of
embeddings e.g., clauses occurring as part of
other clauses, as happens in subordination
(Bulté, Housen, 2012; Verspoor et al., 2017).
In SLA complexity is most often investigated
in terms of systemic complexity of an L2
learner’s system through measures of global
elaborateness (Bulté, Housen, 2012: 26)
which  bring  together the learner’s
phonological, morphological, lexical,
syntactic systems and so on. However, as
pointed out by Bulté, Housen (2012: 22),
studies on L2 complexity have often produced
contradictory  results, probably as a
consequence of the ways in which complexity
has been defined and operationalised in the
first place. For example, the 3SG present -s in
English has been characterised as simple
(Krashen, 1994), formally simple vyet

functionally complex (Ellis, 1990) and
formally  and functionally ~ complex
(DeKeyser, 1998). A further limitation of L2
complexity studies can be found in the fact
that the descriptions of a learner’s
interlanguage complexity have short-term
value given the intrinsic variability and lack
of stability of the interlanguage system
(Pallotti, 2015). What can be observed is the
complexity of learners’ linguistic production
at some stage of acquisition through the
analysis of their production (e.g., texts and
utterances), bearing in mind that any claim
and generalization about the interlanguage
system and its global complexity would
represent a mere inference obtained from a
few facts (Pallotti, 2015: 3).

3.1. Sub-constructs of complexity

Given the variability and proliferation
of definitions of complexity, Bult¢ and
Housen (2012: 23) propose a unified graphic
representation of complexity constructs,
which is reported in figure 1 below. Since
their work adopts the L2 research perspective,
both absolute and relative complexity are
joined under the construct of L2 complexity,
also given the intuition by many scholars
about the interplay between
absolute/structural complexity and relative
complexity.  Although the relationship
between the two has not been clarified yet,
scholars are prone to hypothesise, based on
both experience and the results of cognitive
studies (cf. Goldschneider, DeKeyser, 2001;
DeKeyser, 2005), that the structural
complexity of a linguistic feature may trigger
what is referred to as difficulty (see figure 1
below) and more precisely defined as
cognitive complexity i.e., the cost of using or
learning and mastering that feature (see
below).
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Figure 1. Constructs of complexity: a taxonomy (Bulté, Housen, 2012: 23)

L2 complexity

Relative complexity

(Difficulty)

Absolute complexity

(Complexity)

Subjective Objective
determinants determinants

: Discourse-interactional Propositional
Linguistic complexity :
. complexity complexity

System complexity Structure complexity
Functional
complexity

- L.

—

Formal

complexity

-

[ I

I

Collocational

As can be observed in Figure 1 above,
both absolute and relative complexity can be
analysed on different levels, which vary
according to the scope and dimension of
language analysis. Structural complexity can
be investigated locally by focusing on single
aspects of the phonology, lexis, morphology
or syntax, which can be analysed both
formally (e.g. length, number of morphemes,
lexical variation) and functionally (e.g. type
of clause, semantic processes). On the
phonological level, the aspects investigated in
terms of complexity can be the size of the
phoneme inventory, tonal distinctions, the
maximum complexity of consonant clusters,
the incidence of marked phonemes (Nichols,
2009; Shosted, 2006). Morphological
complexity can be investigated through a
mapping of the inflectional and derivational
morphology, the degree of allomorphy, the
number and types of morphophonemic
processes  (Kusters, 2003; Dammel,
Kiirschner, 2008; Pallotti, 2015).
Syntactically, complexity can be investigated
by looking at the level of clausal embedding
permitted by the language, dependencies, the
number of syntactic rules, the degree of
movement allowed to the items in a sentence
(Ortega, 2003; Givon, 2009; Karlsson, 2009).

Inflectional
Derivational

Segmental

Phrasal

'I
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From a semantic and lexical point of view,
complexity can be found in the degree of
transparency (with one-to-one mapping of
meaning onto form being considered less
complex), homonymy and polysemy, the size
of the vocabulary, the inclusive/exclusive
distinction marked on pronouns, lexical
variation, collocations, etc. (Fenk-Oczlon,
Fenk, 2008; Kuiken, Vedder, 2008; Nichols,
2009; Bulté, Housen, 2012).

Structural complexity can be further
combined with higher-level complexities
which are relevant to the analysis of
discourse, such as pragmatic complexity,
propositional ~ complexity, interactional
complexity  (Ellis, Barkhuizen, 2005).
Pragmatic complexity, also labelled ‘hidden
complexity’ (Bisang, 2009), concerns the
quantification of pragmatic inferencing and its
relationship with markedness and ambiguity
(cf. Kilani-Schoch et al., 2011). Propositional
complexity refers to the number of ideas
encoded by the speakers in order to convey a
given message (Zaki, Ellis, 1999; Ellis,
Barkhuizen, 2005). Thus, the more idea units
are encoded in narrating a story, the higher its
propositional complexity. However, the
authors do not explicitly state what exactly
corresponds to an ‘idea unit’ and how it is
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measured. Even the definitions of proposition
found in the literature (Kintsch, Keenan 1973,
Kintsch 1974, Turner, Greene, 1977) tend to
vary according to whether certain elements
are considered as constituting new
propositions or as part of other propositions
(e.g. the information contributed by verb tense
and aspect, verb arguments, nouns, adjectives,
etc.). It derives that the measurement of
propositional complexity may oscillate greatly
depending on the definition of ‘idea unit’
chosen. Discourse-interactional complexity
(Young, He, 1998) measures how interactive a
speaker gets in group exchanges. Interactional
competence is defined as the knowledge and
ability developed as a result of ‘interactional
processes during interactive tasks such as
negotiation of meaning, feedback, and
production of modified output’ (Kim, 2009:
255). This type of complexity requires the
mastery of processes such as corrective
feedback, confirmation checks, recasts,
metalinguistic  comments as well as
interaction management. It is a discursive
practice in which participants are expected to
recognise and to comply with expectations of
participation in discourse by contributing with
cultural, identity, linguistic and interactional
resources (Morales, Lee, 2015: 34).

Taken all together, the different sub-
constructs of linguistic complexity constitute
parts of absolute complexity, which in the
taxonomy by Bulté, Housen (2012) is
conceived as an overarching construct
comprising structural complexity. Absolute
complexity, in turn, is seen as a determinant of
relative complexity, which combines with
user-related  variables  (i.e.  subjective
determinants) and ultimately results in the
degree of difficulty experimented by a learner,
thus making relative complexity overlap with
cognitive complexity (Burleson, Caplan, 1998;
Bell, 2004). In this view, complexity also
needs to be defined in terms of what is
cognitively costly or difficult to language
users. However, many scholars have warned
about the relativity of the concept of difficulty
and the issues of including it in the definition
of linguistic complexity. For example, based

on psycholinguistic studies Kusters (2003)
argues that a first hint of the relativity of
difficulty is to be found in the different effects
it has on speakers as opposed to hearers. In
particular, Kusters (2003) reports that
redundant agreement is found to be difficult
to learn for L2 users, yet represents no burden
for L1 speakers and facilitates the task of both
L1 and L2 hearers (cf. Miestamo, 2008: 5). A
second hint to the relativity of difficulty can
be found in the development of proficiency:
the more the learner’s competence evolves,
the more the L2 becomes second nature to
them, the less the perceived cognitive
complexity. A third point supporting the
relativity of difficulty lies in the fact that the
degree of difficulty experimented will depend
on how accustomed learners are to certain
structures and vocabulary (Van der Slik et al.,
2019; Joseph, 2021). For example, speakers
of languages that do not possess noun
declension will find more difficult to learn a
second language that does. Thus, the real
question to be discussed when including
difficulty in the construct of complexity is:
‘complex to whom?’. The question would
probably yield no user-type-neutral definition
of complexity (Miestamo, 2008: 5) and
represents a pivotal point which throws into
question what the differences in structural
complexity really mean and whether they are
mere artifacts of the structural analysis
linguists apply (Joseph, 2021).

In an attempt to adopt a more objective,
user-independent perspective which would
measure the cognitive cost of processing
certain linguistic structures independently of
the individual learner’s variables, difficulty
has been reformulated and investigated in
terms of cognitive complexity (cf. Bieri, 1955
for a psychological approach, Wang et al.,
2012 for a mathematics-based cognitive
linguistic approach). Among user-independent
factors contributing to cognitive complexity
attention has been paid to perceptual salience,
frequency of occurrence, imageability and
perceptibility  (Goldschneider, DeKeyser,
2001; DeKeyser, 2005). Perceptual salience
can be defined as an intrinsic property of
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certain linguistic entities which makes them
more easily noticed (Kerswill, Williams
2002); for example, syllabic grammatical
suffixes are more perceptually salient than
non-syllabic ones e.g., the past tense syllabic
/1d/ was found to be more easily attended to
than the non-syllabic /t/ or /d/ (as in learned
or kissed) (Goldschneider, DeKeyser, 2001;
Klein et al., 2004). Syntactically, items
occurring at the beginning or at the end of
sentences are observed to be prioritised
compared to items occurring in other
positions. Indeed, marked word orders such as
dislocations use sentence peripheries as loci
for highlighting dislocated items and draw
attention to them (Biber et al., 1999, 2021).
Frequency of occurrence, therefore frequency
of exposure, allows to draw attention to
common expressions and to memorise them
(Caruana, 2006; Van Lommel et al., 2006;
Ghia, 2007). Imageability describes the ease
with which a linguistic expression and its
meaning can be associated with a mental
image (Ellis, 1999; Griffin, Ferreira, 2006).
The imageability factor is particularly evident
in the difference between content and function
words, with content words being more easily
visualised, thus, prioritised in processing.
Perceptibility refers to how easily the
linguistic expression can be perceived
(Goldschneider, DeKeyser, 2001; Gagarina,
2002): factors influencing perceptibility are,
for example, the length of the expression,
with longer items being more easily
perceptible than short ones, and clarity of
articulation, with voiced syllables being more
perceptible than unvoiced ones (Ellis, 1999;
DeKeyser, 2005). These quantitative and
qualitative factors affect cognition in a
proportionally inversed fashion: the less
frequent, perceptible, imageable and salient a
linguistic element is in its context, the more
cognitively complex. It follows that more
cognitively complex linguistic expressions are
less easily, thus less likely, noticed and
internalised in a context of L2 learning (Bley-
Vroman, 2002; Bybee, 2008).
Psycholinguistic studies have also
demonstrated a relation between cognitive

complexity and syntactic complexity showing
how relative clauses and passives are harder to
process than other structures such as coordinate
and active structures (Diessel, 2004; Byrnes,
Sinicrope, 2008). Cognitive complexity has
always been an integral part of SLA studies
because it is believed to be intertwined with
developmental timing. In other words, what is
acquired later in the process of developing an
L1 or L2 was considered more cognitively
complex (Diessel, 2004; Byrnes, Sinicrope,
2008). However, as intuitive as might seem to
deem the occurrence or non-occurrence of
certain features at a certain developmental stage
as related to cognitive complexity, this would
only represent ‘perceived’ cognitive complexity
i.e., difficulty. Objective cognitive complexity is
hardly demonstrable (Pallotti, 2009) unless
brain-activity imaging techniques such as fMRI
and PET scans are employed.

4. Measures of complexity

There is no shortage of measures of
complexity, as highlighted, among others, by
Bulté¢ and Housen (2012) who provide a full
inventory of the most and least used
complexity indices (reported in Table 2
below). The inventory is divided into two
main categories: indices of grammatical
complexity, which comprise syntactic and
morphological measures, and indices of
lexical complexity, which deal with diversity
and sophistication. The measures of syntactic
complexity generally aim to quantify the
range of syntactic structures, length of unit,
degree of structural complexity of certain
structures and amount and type of
coordination, subordination and embedding.
These measures tap into different layers of the
syntactic structures by focusing on the phrase,
clause or sentence/utterance (Norris, Ortega,
2009). The measures of morphological
complexity deal with the number of
morphemes and their inflectional or
derivational function (Bulté, Housen, 2012).
Lastly, the measures of lexical complexity
aim to quantify how dense a text is, how
variable its vocabulary is and whether less
frequent words are used.
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Table 2. Measures of complexity (Bulté, Housen, 2012: 30)

A. GRAMMATICAL COMPLEXITY

a. Syntactic

Overall

Mean length of T-unit

Mean length of c-unit

Mean length of turn

Mean length of AS-unit

Mean length of utterance

e S-nodes/T-unit

e S-nodes/AS-unit

ii. Sentential — coordination

e Coordinated clauses/clauses

iii. Sentential — subordination
Clauses/AS-unit
Clauses/c-unit
Clauses/T-unit
Dependent clauses/clauses
Number of subordinate clauses
Subordinate clauses/clauses
Subordinate clauses/dependent clauses
Subordinate clauses/T-unit
Relative clauses/T-unit
Verb phrases/T-unit

. Subsentential (Clausal + Phrasal)
Mean length of clause
S-nodes/clause
Syntactic arguments/clause
Dependents/(noun, verb) phrase
Other (+/- syntactic sophistication)
Frequency of passive forms
Frequency of infinitival phrases
Frequency of co-joined clauses
Frequency of wh-clauses
Frequency of imperatives
Frequency of auxiliaries
Frequency of comparatives
Frequency of conditionals
Morphological
Inflectional
Frequency of tensed forms
Frequency of modals
Number of different verb forms
Variety of past tense forms

. Derivational
Measure of affixation

:....._'_CT........;....E
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B. LEXICAL COMPLEXITY

I. Diversity
Number of word types
Type-Token Ratio
Mean segmental Type-Token Ratio
Guiraud Index
Lexical richness
e Diversity
ii. Density
e Lexical words/function words
e Lexical words/total words
iili.  Sophistication
e Less frequent words/total words

Three indices are mostly used to
measure syntactic complexity: length of
clause, number of phrases per clause and
number of clauses per unit (see Table 2
above) (Van Valin, La Polla, 1997; Lu, 2010).
Different degrees of complexity are assumed
in the calculation of a variety of syntactic
complexity measures such as the Syntactic
Complexity Formula by Botel et al. (1973)
and the Elaboration Index by Loban (1976),
which assign syntactic structures different
weights according to putative different
degrees of difficulty. Subordinate structures
are generally given great weight in the
measurement of complexity because they are
believed to be cognitively harder to process
compared to other strategies of linking
(Bygate, 1999; Biber et al., 2022). However,
as already stated in Section 3, different
degrees of difficulty in processing some
syntactic structures do not necessarily and
automatically  correspond to  syntactic
complexity, since it is not demonstrated that
there is a correspondence between the two
(Pallotti, 2009; Bulté, Housen, 2012). A
different approach to investigating syntactic
complexity focuses on the number of word
order patterns allowed in a language or
present in a text. This approach is more
typical of typological studies and brings about
the issue of establishing what counts as
pattern, also considering that even basic word
orders are not particularly easy to identify

(Dryer, 2007). Adopting Kolmogorov
complexity in this context would mean
deeming more complex the texts exhibiting a
higher variability of syntactic patterns,
whereas adopting a quantitative perspective,
the occurrence of regular word order patterns
would be counted (Pallotti, 2015). Therefore,
a linguistic production using a variety of
regular word orders (e.g., basic, clefts,
dislocations) would be said to be more
complex than one using less variation and
adhering to the same word order throughout
the text.

Morphological complexity has not been
investigated in many studies on English
(Pallotti, 2015). The morphological measures
employed in the study of complexity include
frequency of tensed forms, number of different
verb forms, variety of past tense forms (Bulté,
Housen, 2012). All of these, however, deal
with verbal morphology. Pallotti (2015)
proposes measures of inflectional morphology
that explore the relationship between the
forms of lexemes and the semantic or
syntactic features they express, such as
gender, number, case, person. Starting from a
guantification of the basic word classes (e.g.,
noun, verb, adjective, adverb, etc.), their
‘exponents’, i.e., the forms in which the
lexemes are turned so as to express
grammatical information, are investigated.
This implies the identification of stems (i.e.,
the base forms of the lexemes) and then the
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inflection. Obviously, the process is more
straightforward with concatenative
morphological processes such as suffixation
(e.g., book-s), whereas it becomes harder to
identify in non-concatenative processes with
internal stem change, such as the past tense
forms of irregular verbs (e.g., flew as a past
form of fly). Periphrastic morphemes are
treated as a single operation (e.g., be V-ing or
have V-en) and different strategies for
expressing the same grammatical function are
counted as separate operations, as happens
with the past tense marked with suffixation
(e.g., arriv-ed), suppletion (e.g., went) or stem
change (e.g., took). Being this measure type-
based, it is sensitive to text length, therefore it
will become more accurate the more data are
available. Another measure of morphological
complexity is proposed by Haspelmath and
Sims (2010) and deals with the relationship
between form and function by classifying as
more complex the exponents encoding more
features than others. In other words, if nouns
are inflected for number and case in one
language and only for number in another
language, the former will be considered more
complex.

Lexical complexity aims to measure the
number of components of the lexical system
leaving out the analysis of semantic
complexity (e.g., specificity, transparency,
concreteness, polysemy). While the semantic
aspects of complexity are undeniably
important, they also tend to be difficult to
measure objectively (Pallotti, 2015). Thus,
lexical complexity is usually calculated by
measuring variation based on the assumption
that a linguistic production where lexemes are
diversified will be deemed more complex than
a production with a higher number of
repetitions. The most frequently used
measures of lexical complexity are the type-
token ratio, which quantifies lexical variation,
lexical density, i.e., the amount of information
encoded in a text quantified by focusing only
on the lexical words in a text, and core
vocabulary, i.e., the list of the most frequent
7000-7500 words in the entire language

system (Halliday, 1985; Stubbs, 1996; Biber
et al., 1999; Rundell, 2007).

The measurement of  discourse-
interactional complexity, which is not
included in Bult¢ and Housen’s (2012)
taxonomy, is carried out by quantifying the
extent of a speaker’s contribution to the
interaction  (Young, He, 1998; Ellis,
Barkhuizen, 2005; Kim, 2009; Morales, Lee,
2015). The more regularly a speaker
contributes to a communicative exchange the
higher their interactional complexity. Two
scales are generally used to measure it: the
index of elaborate and complex interaction
counts the total number of turns performed by
each speaker and calculates a ratio between
the total number of words produced by each
speaker divided by the total number of turns
taken by each speaker. The density of
interaction measures how many exchanges
there are in an interaction. The more actors
have connections with others, the denser the
interaction is. As these measures require a
qualitative analysis of the interaction, they are
difficult to apply to large datasets.

As far as the reliability of measures of
complexity is concerned, the studies in
English L2 acquisition using length measures
show mixed results (Bulté, Housen, 2012).
Scholars such as Larsen-Freeman and Strom
(1977) and Wolfe-Quintero et al. (1998)
maintain  that syntactic measures  of
complexity are reliable when picturing only a
coarse-grained development  of L2
proficiency. Other researchers, such as
Dewaele (2000) and Unsworth (2008) point
out that linear results follow circular
argumentation depending on how the
linguistic unit and proficiency levels are
defined. Although measures of subordination
are considered more reliable indices of
complexity, Norris and Ortega (2009) notice
that subordination appears only at later stages
of L2 development (i.e., intermediate), while
at advanced stages complexity is mainly
achieved through the sophistication of phrases
(see also Biber et al., 2022). Therefore, Norris
and Ortega (2009) underline the importance
of including measures of coordination and
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phrasal complexity, such as the Coordination
Index and the Mean Length of Clause.
Concerning the latter, however, Bult¢é and
Housen (2012) refrain from considering it as a
pure measure of phrasal complexity given that
clause length also increases through the
addition of adjuncts (e.g., time, manner,
place), thus still at the clausal level and not
only through the expansion of the phrase via
pre- and post-modification.

The picture resulting from comparing
measures of linguistic complexity and the
follow-up discussion about their effectiveness
and reliability is one characterised by
variability and several limitations. Besides
observing a preference for only a number of
measures that are easy to compute (e.g.
syntactic vs semantic measures) (Bulté,
Housen, 2012: 34), indices of linguistic
complexity vary according to the definitions
provided for the parts that are counted. In
order to be able to measure any dimension of
complexity and to obtain comparable results,
scholars would have to agree on how several
linguistic units are defined i.e., what is
intended by ‘word’, ‘clause’, ‘phrase’, etc.
For example, it is necessary to decide whether
the unit ‘word’ comprises compounds or
multi-word expressions: does sports car count
as one or two words? (Booij, 2012; Pallotti,
2015). As far as the clause is concerned,
provided that the verb phrase is essential to
have a clause (Van Valin, La Polla, 1997),
does its definition include non-finite forms of
verbs as well? And does the subject of the
verb need to be explicitly expressed? It should
also be defined what a complex predication is
and whether predicates such as keep trying,
make stop, begins to rain constitute a single
clause or multiple clauses (Bulté, Housen,
2012). A further issue is represented by
coordinated phrases, such as the boy and the
girl, as it needs to be established whether they
should be treated as a single constituent, thus
representing only one slot in the argument
structure, or as two constituents (Pallotti,
2015). Furthermore, it should be decided
whether clauses can be combined into
overarching units. For example, Hunt (1965)

introduced the T-Unit? and Foster et al.
(2000) introduced the AS-Unit®, which
comprise a main clause with all its dependent
clauses leaving coordinated clauses out to be
interpreted as new units. The explicitation of
what is intended when referring to the
different units of measurement is the first step
to be taken when segmenting a text with the
aim of counting its parts, as happens with
type-token ratios, clauses per text, length of
clauses and so on. Any variation in these
definitions could result in different numerical
values and ultimately affect the validity and
comparability of results.

5. The complexity of written versus
spoken language

Most  empirical studies  about
complexity have focused on written texts
(Ortega, 2012). As a consequence, it is likely
that the measuring tools fitting written
language might not perform as well when
applied to spoken language. Since spoken
language exhibits specificities in the syntax,
vocabulary and communicative strategies
which differ from written language, it is worth
asking whether linguistic complexity in
spoken language should be expected to be
operationalised and measured in the same way
as written language. As Biber et al. (1999,
2021) highlight, spoken language is typically
syntactically more fragmented (cf. also
Greenbaum, Nelson, 1995), with a freer
organisation of discourse, uses more general
rather than specific or technical vocabulary,
hedging devices, vocatives and interjections,
discourse markers, false starts, politeness and
conversational formulae. If one adopts the
definition of complexity as ‘lexical and
syntactic sophistication’, it follows that

2 The Minimal Terminable Unit (T-Unit) is defined by
Hunt (1965: 20, 49) as “an entity that consists of one
main clause and (optional) subordinate clauses (i.e.
dependent clauses) and non-clausal units or sentence
fragments attached to it”.

3 The Analysis of Speech Unit (AS-Unit) introduced
by Foster et al. (2000: 365) as “a single speaker’s
utterance consisting of an independent clause, or sub-
clausal unit, together with any subordinate clause(s)
associated with it”.
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spoken language is not very complex, being it
mainly characterised by coordination, short
units and low degree of embedding (Biber et
al., 1999, 2021). However, if pragmatic and
interactional complexity were taken into
account and measured thoroughly, spoken
language would likely result to be more
complex than when only considering lexical
and syntactic complexity indices. Spoken
language, indeed, especially conversation,
heavily relies on inferences and implicatures
i.e., cognitive processes that draw on the
situational context and shared knowledge (cf.
Kilani-Schoch et al., 2011) and represent a
sort of ‘invisible’ complexity. As Halliday
(1985) claims, neither spoken nor written
language is more complex than the other per
se; the two varieties display different degrees
of complexity on different levels (see also
Biber et al., 2022). Therefore, the question
revolves around the central issue of
identifying the best sub-constructs of
complexity to be investigated according to the
aims of the study as well as the type of data
under investigation.

A first problematisation of the measures
of complexity taking into account the
differences between written and spoken
language i1s found in Lintunen and Maikild
(2014). The study focuses on the syntactic
complexity of written and spoken production
by 18 L1 Finnish learners of L2 English. The
authors observe that when changing the unit
of segmentation of the data (they use the
U-unit* instead of the traditional T-unit and
AS-unit), spoken language appears to be more
similar to written language in terms of
syntactic complexity. Therefore, it is called
for further studies with the aim of uncovering
whether the differences in complexity

4 The Modified Utterance (U-Unit) is defined as “one
independent clause or several coordinated independent
clauses, with all dependent clauses or fragmental
structures attached to it, separated from the
surrounding speech by a pause of 1.5 seconds or more,
or, especially in occurrences of coordination, a clear
change in intonation and a pause of 0.5 seconds or
more (depending on the average length of boundary
pauses in the sample), containing one semantic unity”
(Lintunen, Maikild, 2014: 385).

between written and spoken language are due
to either the nature of the modes or the units
and measures used in the analysis.

Aiming to find measures of complexity
that could perform efficiently on spontaneous
spoken language, Lahmann et al. (2019) study
highly proficient L2 English speakers and L1
German attriters. By focusing on grammatical
and lexical complexity, the authors analyse a
corpus of oral history testimonies to confirm
the multidimensionality of the two sub-
constructs of complexity. The study also puts
forward the possibility to reduce the number
of traditional measures of complexity
(following Bulté, Housen, 2012) after
noticing considerable overlap. Grammatical
complexity is shown to be captured by
measures of length and subordination. Lexical
complexity is recognised to be a
multidimensional construct that needs to be
articulated in at least two sub-constructs,
namely lexical diversity and lexical
sophistication. The latter, in turn, should be
analysed in terms of abstractness and
hypernymy as well as polysemy. The authors
conclude that the measures of lexical
complexity could be reduced to three essential
ones: frequent, infrequent and abstract lexical
items.

Stemming from empirical evidence, a
problematisation of the definition of
complexity in relation to modes of expression
can be found in Biber et al. (2022) who
observe, after having compared a number of
corpus-based studies on the differences
between spoken and written language, that the
two registers are characterised by two
different types of complexity. The complexity
of the spoken register lies in the regular use of
long and structurally elaborated dependent
clauses (see 1 below), whereas the complexity
of the written registers can be witnessed in the
embedding of the noun phrase. In other
words, complexity in writing (in particular,
specialist and academic) is to be found in
linguistic units containing phrases embedded
in other phrases as well as a low occurrence
of wverbs. This results in ‘compressed’
structures in which the relationship between
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phrases (i.e., premodifiers and head) is not
always clear; see, for example the phrases
system perspective and new systemic
mechanisms in (2) below reported from Biber
et al. (2022, Ch. 5, Section 3, para 3).

(1) Sentence from conversation:

But I don’t think [we would want [to
have it [sound like [it’s coming from us]]]].

(2) Sentence from a university
sociology textbook:

From the system perspective, these
stages are marked by the appearance of new
systemic mechanisms and corresponding
levels of complexity.

Spoken registers are found to express
complexity through adverbial and
complement clauses, thus as clause modifiers,
whereas academic written registers tend to
express complexity through noun
modification (Biber et al., 2022). The point on
which particular attention is drawn is the fact
that grammatical complexity cannot be
considered as a unified concept, as there are
different ways in which structure can be made
complex and these ways essentially represent
different types of grammatical complexity,
namely clausal vs. phrasal (Biber et al., 2022).
Clausal vs. phrasal complexification is a
distinction  that also  mirrors  two
developmental stages of linguistic
competence: studies of child language
acquisition, such as Givon (2009), Hunt
(1965) and Diessel and Tomasello (2001),
have shown that clausal complexity is
developed earlier than phrasal complexity.
More specifically, the latter continues to be
acquired into adulthood (i.e., university
education) and is not necessarily fully
acquired or mastered, also given its use being
limited to specialist academic writing (Biber
etal., 2022).

6. Discussion and conclusion

This article has proposed an overview
of the definitions of linguistic complexity, its
measurement and the issues related to its
investigation between the decades 1900-2020.
The multi-faceted nature of the construct of
complexity  brings out issues when

comprehensive and unambiguous definitions
need to be provided. Even the most agreed-
upon definitions in the literature correspond to
a number of constructs and sub-constructs
characterised by different focuses and
research aims which call for different
analytical ~ frameworks and  measures.
Nonetheless, it is acknowledged that several
of these complexity constructs may be, in
reality, intertwined, although it seems
complicated to identify the boundaries
between them and understand the nature of
the interplay of the sub-constructs with each
other. Despite the issues and limitations
related to its investigation, the many theories
and attempts at measuring complexity show
that there is a common intuition that
complexity is there in the language and
deserves some attention.

In order to reduce the limitations due to
the polysemy and the multiplicity of the
constructs of complexity, Pallotti (2015)
proposes to adopt a ‘simple view of
complexity’ to be seen as a purely descriptive
category. Its scope is limited to structural
complexity; therefore, it is concerned with the
formal and functional characteristics of the
language. However, as the other sub-
constructs of complexity can be deemed
equally interesting and rich in providing
perspectives on the different dimensions of
language and linguistic competence, including
the interactional one, it is perhaps more useful
to stress the importance of definitions; rather
than reducing the multi-faceted nature of
complexity to structural complexity for ease
of investigation, scholars should be invited to
put more effort into clearly identifying which
sub-construct of complexity they are
investigating, how it is operationalised and
which  measures are considered more
effective.

Drawing on past theorisations and
operationalisations of linguistic complexity, a
number of adjustments can be proposed to
make its study more tractable. First of all, the
study of linguistic complexity would benefit
from an evidence-based bottom-up approach.
The bottom-up approach, which relies on the
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emergence of patterns from language data,
constitutes an advantage when it comes to
limiting the impact of a priori conceptions of
what linguistic complexity is and where it
should be found in the text. As shown by
Biber et al. (2022), the distribution of certain
grammatical features in the written and
spoken registers analysed allowed the
emergence of at least two types of
grammatical  complexity  which  differ
substantially. The same data-driven approach
could be applied to other sub-constructs of
linguistic complexity, such as lexical
complexity, pragmatic complexity, etc., in
order to obtain new and reliable insights that
account for register-related variation in
linguistic complexity.

Second, by adopting a register-
functional approach (Biber et al. 2022), the
study of linguistic complexity may also be
enriched by an explanatory dimension: the
linguistic complexity of registers varies
because different registers rely on different
structures,  vocabularies and pragmatic
strategies in order to fulfil their
communicative purposes. Communicative
purposes, type of audience and the production
and reception circumstances (e.g. mode, time
for pre-planning) of a text are taken into
account as factors influencing the linguistic
complexity of texts, hence as reasons
underlying the variation in linguistic
complexity across texts and registers.

Third, in accordance with Pallotti
(2009; 2015), this author believes that efforts
should be put into Kkeeping cognitive
complexity (i.e., cognitive costs and difficulty
in processing language) separate from the
linguistic complexity characterising texts. As
often pointed out in the literature (Pallotti,
2009; Bulté and Housen, 2012; Joseph, 2021;
Biber et al., 2022), it would be misleading to
believe that linguistically complex texts are
always difficult and that difficulty can only be
experienced with linguistically complex texts.
As tempting and natural as it may be to infer
the difficulty of linguistic features based on
how sophisticated a text may look like, our
personal experience with language and

observing L2-learners developing
competence, many scholars have already
pointed out how difficulty largely depends on
individual variables and is far from being an
objective property of linguistic features.
Therefore, cognitive complexity should rely
on very different methodologies, measures
and tools compared to linguistic complexity.
Its study should employ tools that measure
cognitive processes, such as brain-activity
imaging (e.g., fTMRI, PET scans). The data
about language reception and production costs
should then be triangulated with data about
the linguistic complexity of the texts used as
input and the subjects’ individual variables
(e.g. age, motivation, language level,
education level, L1 and L2 similarity, etc.).
Carefully discerning between linguistic
and cognitive complexity also represents a
step towards eliminating one main issue with
the study of complexity i.e., defining a less-
to-more complex continuum of linguistic
structures. If cognitive complexity (i.e.
difficulty) is not taken as a factor intrinsic to
the linguistic complexity of language features,
the question can shift from ‘which language
features are more complex?’ to ‘how is this
text complex?’. In answering the latter
question, instead of relying on measures such
as length of sentences or number of
subordinate clauses, once could observe the
degree of in-text variation. From this
perspective, the measurement of linguistic
complexity would become the measurement
of how variable the vocabulary, structures,
pragmatic strategies in a text are, borrowing
an approach that is more typical of
typological studies (Dryer, 2007; see also
Pallotti, 2015). Hence, the more variation in
these parameters, the more linguistic
complexity; the more repetition, the less
complex. Linguistic complexity, thus, would
not be conceived as a property of single
language features or constructions as, rather,
of texts and as linguistic richness rather than
sophistication. A view of complexity that
relies on variation is compatible with both
evidence-based and register-functional
approaches, since it allows different registers
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to display different types of linguistic
complexity characterised by the occurrence of
a variety of linguistic features, which are not
necessarily the same across registers
(cf. Biber et al. 2022). This would also avoid
the perpetuation of absolute statements, such
as ‘finite dependent clauses are more complex
than coordinate clauses’ (see, for example
Huddleston, 1984; Purpura, 2004; Carter,
McCarthy, 2006; Givon, 2009) that may result
in interpretative biases such as ‘texts that do
not feature subordinate clauses are less
linguistically complex’.

Studying linguistic complexity in terms
of in-text variation may also prove useful to
developmental complexity. Measuring
variation in L2 learners’ outputs would be in
line with the natural variability of learning
trajectories. Whether displaying native or
non-native patterns, the learner is believed to
be effectively learning when producing new
structures and vocabulary, thus adding
linguistic variation to the output.

Finally, as already claimed in the
literature, the reliability of the results of
complexity studies can be improved by
reducing scope (Sinnemdki, 2011). As
measuring linguistic complexity globally (e.g.
the entire language system or learner’s
interlanguage) has proven hardly feasible, the
study of linguistic complexity would benefit
from choosing one target sub-constructs at a
time (e.g., grammatical, pragmatic, discourse-
interactional) (cf. Miestamo, 2006, 2008 and
Nichols, 2009) and addressing texts and
registers rather than entire language systems.
Narrowing down scope allows to avoid
overgeneralisations that cannot acknowledge
the variation required by different registers
and level of language analysis and enables the
development of more suitable methodologies
for the study object at hand which possibly
include a qualitative dimension.
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This summer | saw a white frog. It would not have been
startling if I didn 't know that this species of frog is
normally green. This is the way such a mutant literary
form unsettles us. We know what is expected, in a given
arrangement of words; we know what is supposed to
come next. And then it doesn t.

Margaret Atwood, Canadian writer

Abstract.

Objective: The main purpose of the research is primarily to consider different types of
stylistics focusing on decoding stylistics and its basic features, such as coupling,
convergence, semantic repetition, salient feature and text strong position together with
defeated expectancy. The subsidiary goals are to examine sudden fiction as a very
specific genre in the prism of decoding stylistics and to specify types of foregrounding
typical of it.

Background: Analysis of literature shows that various types of stylistics are based on
different principles: types of general and specific character, diachronic approach,
stylistics based on the relations between an author and a reader and some others.
Discussing decoding stylistics, we must keep in mind its such important techniques as
close reading, the role of intertextuality in proper text decoding, stylistic devices
employed by the author as a means of encoding information and importance of reader-
response theory.

Method: The article presents the results of the textual, stylistic, lexical, and contextual
analyses of literary texts belonging to a very specific genre — sudden fiction. Stylistic
analysis covers all the language level: phonetic, morphological, syntactic, and lexical,
its results are widely illustrated by numerous examples from the texts under
consideration. As far as short fragments from the text are extracted as illustrations of
the different types of foregrounding, contextual analysis appears to be very helpful in
explaining signals of addressee-orientation hidden by an author.

Originality: Comprehensive multi-aspect approach to the texts of sudden fiction
provides a new perspective in text linguistics in general and decoding stylistics in
particular. The author not only analyses the role of foregrounding and its types, but
connects it with information theory, intertextuality, types of plot development, and text
strong positions.

Result: Much attention in the study is paid to foregrounding as the basic notion of
decoding stylistics as well as its types: coupling, convergence, semantic repetition,
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salient feature and text strong position, and defeated expectancy. Numerous examples
vividly show which of these types are the most important in the texts of sudden fiction,
how they are intertwined in the text, and with what purpose are used.

Conclusion: Though the hypothesis was that due to a specific genre of the considered
texts, that is sudden fiction, the main types of foregrounding would be defeated
expectancy, the results show that foregrounding in 152 texts of sudden fiction is
realized mainly due to text salient feature, namely the title, the beginning and the
ending of the text. Other very important types of foregrounding are convergence and
defeated expectancy.

Keywords: Sudden fiction; Decoding stylistics; Foregrounding; Salient feature;
Convergence
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AnHoramus. llemssMu mNPOBEIEHHOTO aBTOPOM HCCIENOBAaHWSA ObUT aHAW3 |
CUCTeMaTH3allis PAa3IUYHBIX BHUAOB CTHJIMCTUKU (Je7as akieHT Ha CTHJINCTUKE
JIEKOJTMPOBAHMS ), @ TAKXKE aHAIHN3 XY/I0’)KECTBEHHBIX TEKCTOB, KOTOPHIE MIPUHAJICkKAT K
OYeHb crienupuyecKkoMy xkaHpy — manoi mpose (sudden fiction) — mpencraBieHHON
OpUTAaHCKMMHU U aMEPUKAHCKHMH aBTOpaMHU. OJTH TEKCTHl PacCMaTpUBAIOTCS dYepe3
MPU3MY CTUJIMCTUKHU JI€KOJAUPOBAHUS, WM CTUIMCTHUKUA BOCIPUATHS, KIHOUYEBBIMU
YepTaMH KOTOPOH SIBJISIOTCS KPAaTKOCTh, HEMOCPEICTBEHHOCTh M BHYIIUTEIHHOCTD;
P 3TOM BBIACIISIOTCS CaMble 00IlMe TEXHUKH JIEKOJUPOBAHUS TEKCTa: BHUMATEIbHOE
YTEHUE, WHTEPTEKCTyAIbHOCTh, KOHTEKCTYallbHBIH M CTHJIMCTUYECKUN aHaJIN3.
3HaYUTEeNbHOE BHUMAHUE YAENSETCS BBIABMKCHHIO Kak ©0a30BOMY TMOHATHIO
CTHJIMCTUKUA JCKOAUPOBAHUS W €ro Pa3sHOBUAHOCTEHM, TaKuX, Kak CIEIJICHUE,
KOHBEPIeHIIMs, CEMAaHTUYECKUM MOBTOpP, XapaKTEpHbIA MPU3HAK, CUJIbHAS MO3ULIUS
Tekcta M 3(pdekT o00MaHyTOro OXujaaHus. MHOTOUHCIIEHHBIE TPUMEPHI  SPKO
WUTIOCTPUPYIOT, KaKhe W3 ITUX BUIOB BBIIBIDKCHHS HanbOoliee BaXHbI B TEKCTax
Majioi MpO3bl, KaK OHU TIEPETUICTAIOTCS B TEKCTE M C KaKOM IENIbI0 MCTIOIB3YIOTCS.
PaccmarpuBas Mayro mpo3y uepes3 Ipu3My CTUIIMCTUKH IEKOJUPOBAHUS U GOKYCUPYS
CBO€ BHHMMAaHHE Ha BBIJIBUKCHUH, aBTOP IMMOKA3bIBACT, YTO MMEHHO JEJIA€T CUTHAJIbI,
aJipeCOBaHHBIC YHUTATENI0, Ooliee OUEBUIHBIMU M TOHATHBIMU [UJIS HEro. ABTOp
WCTOJNBb3YET TEKCTYaJbHbIA, CTUJIMCTHYECKHM, JIEKCMYECKMH W KOHTEKCTyalbHBIN
aHaJM3, YTO JaeT BO3MOXKHOCTH 0oJjiee MOIHO HHTEPHpPEeTUPOBaTh TEKCThI Majon
Mpo3bl W pacmu@poBaTh CUTHAIBl OPUEHTAIMM Ha YHUTATENs, 3aKOJWPOBAHHBIC
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aBTOPOM B TeKcTe. Pe3ynbrarbl IMPOBEJEHHOIO aHalIM3a TEKCTOB MAajoW IpO3bl
IIOKA3bIBAIOT, YTO BBIIBWKEHHE PEATU3yeTCsl B HUX IVIABHBIM 0o0Opa3zoM Onaromaps
XapakTepHOMY MPU3HAKY M CHJIBHOM NO3UIMM TEKCTa, KOTOpas BKIIIOYAET €ro
3aroJIOBOK, Hayajlo M KOHell, a Takke Omarozapss KOHBEpPreHUMH U 3 dekTy

00MaHYTOTO OXKHJTAHUSI.

KuroueBbie cioBa: Manas mposa (sudden fiction); CtunucTuka AEKOAMPOBAHMS;
Briasuxenune; XapakrepHbiil npusHak; KoHBepreuuus

Uudopmauua nias nuruposBanus:. Ilanacenko H. Maasg nposa uepe3 npusmy
CTUJIMCTUKU JekoaupoBanus // Hayunselii pesynbrar. Bompocel TeopeTruueckoit u
npukinagHoi suHrBucTUKU. 2025, T. 11. Ne 3. C. 26-44. DOI: 10.18413/2313-8912-

2025-11-3-0-2

1. Introduction

Sudden fiction is celebrated for its
ability to capture the essence of a story in a
brief and potent form, making it well-suited
for readers with limited time and attention
spans. It challenges writers to distil their ideas
to the purest form and offers readers a quick
yet satisfying literary experience. As a
popular literary genre, sudden fiction has been
in the focus of linguists who examined its
features (Abbasi, Al-Shargi, 2016); types of
plot development (Othman, 2023; Panasenko,
2017); semantics of colour terms (Panasenko,
2019); application of flash fiction in teaching
reading and writing (Tarrayo, 2019). Now |
intend to consider it from a different
perspective. My aim is to make an
interpretation of the texts written by English-
speaking writers and to consider these texts
from the point of view of decoding stylistics,
which may be a good theoretical background
for decoding the messages sent to the reader
by the author and identify them as signals of
addressee-orientation.

Traditionally, foregrounding includes
coupling, convergence, semantic repetition,
salient feature, and text strong position,
together with defeated expectancy. My task is
to specify their role in short stories by
English-speaking writers. My hypothesis is
that texts of sudden fiction are based on
defeated expectancy, which is intensified by
convergence and semantic repetition.

For my research, |1 have chosen 152
short stories and wused textual, stylistic,
lexical, and contextual analyses.

2. Stylistics and its types

Before  proceeding to  decoding
stylistics, | would like to make a short
retrospective journey into the history of
stylistics and its types. If you try to find
varieties of stylistics in different serious
sources, you will be surprised how many can
be found. In the alphabetic order the list from
different sources looks like this: affective,
applied, attributional, author’s, classical,
cognitive, ~ comparative,  computational,
contrastive, corpus, decoding, dialectal,
encoding, expressive, forensic, formalism,
functional, general, generative, genetic,
historical, immanent, interpretative,
linguostylistics, literary, practical, pragmatic,
reader-response, reader’s, structuralist,
stylistics of a national language, stylistics of
effects, stylistics of intentions, stylometric
(statistical), text (textual, textualist), and
systemic functional stylistics (36).

In my opinion, all these types of
stylistics can be sorted on some principles.

Firstly, some terms are synonyms, like
genetic (author’s/reader’s) stylistics, text
(textual/textualist) stylistics, decoding
(reader-response) stylistics, etc.

Secondly, some of the types of stylistics
are of general character (general,
interpretative, linguostylistics, and
literary), whereas the others are very specific,
like, for instance, computational, which uses
definite techniques for processing large
corpora of works identifying the authorship
and text stylistic elements; forensic, which
also determines the authorship using
traditional stylistic analysis, but is mainly
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applied in  criminology or academic
plagiarism cases; affective, which deals with
the process of reading and the reader’s
emotional and psychological response to it.

If we take into account a diachronic
approach, we would definitely start with
classical stylistics, which focuses on the study
of literary texts from ancient Greece and
Rome, examining their linguistic and stylistic
features; scholars associated with classical
stylistics include Aristotle, Cicero, and
Quintilian (Burke, 2023). Subsequently, we
would proceed to cognitive stylistics, which
draws on insights from cognitive linguistics
that appeared in the 1970s and psychology
with the purpose to analyse the cognitive
processes involved in the production and
interpretation of literary texts. Scholars like
Reuven Tsur, Peter Stockwell, and Vera Tobin
have made important contributions to this
field (see also Bretones et al., 2021; Ganieva,
2023; Semino and Culperer, 2002). Historical
stylistics, focusing on the stylistic system of a
language, is also connected with a diachronic
aspect.

Another approach is associated with
different scholars who have made significant
contributions to the field.

Immanent stylistics (stylistics from a
textual perspective) rests upon such basic
concepts, as literary fact relativity principle,
artistic ~ image  rejection, literariness,
defamiliarization, distinction between plot
and story, fusion of form and content,
motivation, entire text partitioning, and some
others. It is related to Russian Formalism,
which developed in the early 20" century.
Russian Formalism emphasizes the study of
literary devices and the internal structure of
texts. Prominent scholars in this field include
Viktor Shklovsky, Roman Jakobson, and
Boris Eichenbaum. It is also connected to
French structuralism associated with scholars
like Claude Levi-Strauss, Roland Barthes, and
Jacques Derrida; it examines the underlying
structures and systems that govern language
and literature. Structuralist approaches to
stylistics often involve the analysis of

narrative structures and the decoding of
implicit meanings (Burke, Evers, 2023).

Functional stylistics was developed by
the Prague School linguists, or the Prague
Linguistic Circle, in the 1920s and 1930s.
Such scholars as Jan Mukafovsky, René
Wellek, and Roman Jakobson contributed to
the development of this field, which focuses
on the communicative functions of language
and the analysis of literary texts (Burke,
2025; Lin, 2016).

We cannot forget about systemic
functional linguistics, developed by Michael
Halliday, which focuses on the relationship
between language and social context. Stylistic
analysis within this type of stylistics examines
how language functions in specific registers,
genres, and social situations (Matthiessen,
Teruya, 2023).

Linguostylistics and literary stylistics
can be considered via the opposition of
language and speech (Alaghbary, 2022;
Jeffries, Mclintyre, 2025).

The object-matter and research methods
specify the type of linguistics: applied,
comparative, contrastive, corpus,
interpretative, practical, stylometric
(statistical), and text (textual, textualist). |
do not include into this list graphical
stylistics and those types which are connected
with different language levels: phonetic,
morphological, lexical, and syntactic,
though this classification is very popular and
can be found in any textbook on stylistics,
often named as stylistic phonetics, stylistic
morphology, stylistic syntax, and stylistic
semasiology.

Another group includes types of
stylistics connected with the relations between
an author and a reader, i.e. on the functional
or pragmatic parameter. These are author’s,
decoding, genetic, reader’s, and reader-
response stylistics.

There are three basic points of view in
genetic stylistics (stylistics of intentions, of
effects): that of the addresser, the message,
and the addressee. It covers the research of
the author’s choice of speech forms, their
message to the receiver and its realization, the
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main ideas and themes based on the author’s
emotions, attitudes and views, the information
(message) is coded uniquely according to the
author’s choice. The encoder (writer) sends
information to the recipient (addressee,
reader) and the reader is supposed to decode
the information.

Genetic stylistics is represented by a
number of schools and trends: logical analysis
of Marius Roustan, psychological analysis of
Maurice Grammont, statistic stylistics of
Pierre Guiraud, philological analysis of Leo
Spitzer and Dumitru Caracostea. The aim of
stylistic analysis is to bring out the writer’s
intention to describe non-textual reality
(extra-linguistic reality): writer’s
biographical, social, economic, and political
facts (Guiraud, 1969; Spitzer, 2015).

Now let us proceed to decoding
stylistics and highlight its most important
constituents.

2.1. Decoding stylistics and its basic
features

Decoding stylistics, or stylistics of
perception, refers to the analysis and
interpretation of the underlying meanings and
messages conveyed through the stylistic
choices made by the author. It involves
unravelling the various linguistic and literary
devices to communicate the writer’s ideas and
evoke specific responses from the reader.
Using theoretical findings in several branches
of science (informatics, mathematics, media
studies, etc.), it overlaps with other types of
stylistics and with information theory.

In the field of stylistics, scholars often
use a range of techniques to decode and
analyse literary texts. Here are a few common
approaches:

Close reading. This technigque involves
carefully examining the language and literary
devices used in a text to uncover its deeper
meanings and thematic elements. It focuses
on analysing the stylistic choices made by the
author and how they contribute to the overall
effect of the text (for more, see Tarrayo,
2019).

Intertextuality. Decoding stylistics also
involves exploring the intertextual references

and allusions employed by an author. By
examining how a text refers to or quotes from
other texts, scholars can better understand the
intended meanings and connections that the
author is making (for more, see Kryachkov,
2023).

Contextual analysis. It is essential to
consider the social, historical, and cultural
factors that shape the production and
reception of a text. Analysing the
sociocultural context surrounding a text can
help decode the stylistic choices and
understand the author’s intended meanings
(for more, see Svensson, 2020).

Stylistic devices. Scholars examine the
various literary devices of different language
levels, tools, and techniques used by the
author, such as metaphor, simile, alliteration,
repetition, imagery, irony, and symbolism.
These devices contribute to the overall
aesthetic and communicative aspects of the
text and can be decoded to reveal deeper
layers of meaning (Kovecses, 2018;
Panasenko, 2013).

Reader-response theory. Decoding
stylistics can also involve considering the
response and interpretation of the reader. The
way readers engage with and interpret a text
can influence the decoding process, as readers
bring their own experiences and perspectives
to the reading process (Widdowson, 1975).
This approach is closely connected with
pedagogy and information theory.

The author encodes his/her point of
view using his/her own style, ideas,
vocabulary, biography, etc. and sends it to the
reader. Arnold (1990) who has considerably
contributed to this type of stylistics offers the
following scheme: code — message — sign —
text. It is the shortened version of the
information theory adjusted to linguistics.
After  Shannon (1998 [1940s]), the
communications process over a discrete
channel has 6 parts: 1) encoding the message;
2) its transmission; 3) its realization as a
signal; 4) channel of receiving and
transmission; 5) its reception; 6) its decoding.

Discussing the information theory
applied to linguistics, it is important to keep
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in mind obstacles of decoding, which arise
due to the level of the competence of the
reader, who can be experienced or naive;
there may be social, historical, temporal,
cultural, etc. hindrances to proper text
understanding; many works of art are
sophisticated in form and content, full of
implications, contain understatements, and
open-ended composition. Decoding stylistics
helps the reader understand the author’s
messages by explaining and decoding pieces
of hidden information, which can be treated
as signals of addressee-orientation, the
detailed analysis of which in media texts is
given by Panasenko et al. (2021).

Perception of the text can be enhanced
by foregrounding, which, as Arnold (1990)
specifies, is a self-explanatory term, because
foregrounding assures the hierarchy of
meanings with artistic value to be brought to
the foreground. The scholar claims that the
idea of foregrounding appeared first in the
Prague School, where the phenomenon was
mostly called the “deautomatization” of the
linguistic code (Arnold, 1990; Kupchyshyna,
Davydyuk, 2017).

Foregrounding refers to the deliberate
manipulation of linguistic elements to draw
attention to certain features, creating emphasis
or deviation from the norm; it involves
bringing certain linguistic features into
prominence, making them stand out from the
ordinary or expected usage. This can include
deviations from the standard grammar, the use
of unusual or striking vocabulary, and the
application of rhetorical devices.
Foregrounding serves various purposes, such
as emphasizing key ideas, creating memorable
language patterns, or evoking specific
emotions in the reader or audience. It is a
conscious choice by the writer to make certain
aspects of language more noticeable.

Under the general heading of
foregrounding Arnold (1990) includes the
following phenomena: coupling,
convergence, semantic repetition, salient
feature and text strong position, and
defeated expectancy. They differ from
expressive means known as tropes and

stylistic figures because they possess a
generalizing force, function, and provide
structural cohesion of the text and the
hierarchy of its meanings and images,
bringing some to the fore and shifting others
to the background. They also enhance the
aesthetic effect and memorability.

Let us discuss these types of
foregrounding.

Coupling is associated with Samuel R.
Levin and Roman Jakobson. Coupling is
based on the affinity of elements and provides
cohesion, consistency, and unity of the text
form and content. There are several types of
coupling: phonetic  (alliteration  and
assonance; rhyme and rhythm mainly in
poetry, though not only there), structural, and
semantic.

Convergence is a combination or
accumulation of stylistic devices promoting
the same idea, emotion or motive; it helps
decode the author’s message attracting the
reader’s attention to text fragments abounding
in stylistic devices of different levels —
phonetic, morphological, syntactic, etc.; each
of them performs a specific stylistic function.
This term was first introduced by Riffaterre in
1959 (1959: 172).

Semantic repetition. Repetition is a
natural language phenomenon; stylistics
traditionally singles out repetition on the
phonetic level and repetition on the syntactic
level. Lessard and Levison (2013: 52) define
semantic repetition as “the recurrence of
elements of meaning, possibly in the absence
of repeated formal elements”. \Very often it
leads to  semantic satiation, ie. a
psychological phenomenon that occurs when
a word or phrase loses its meaning due to
repetitive exposure.

Salient feature and text strong
position. Arnold (2014: 173) names this type
of foregrounding as “a modification of the so-
called ‘philological cycle’ described by one of
the most widely known stylistic critics of the
beginning of the 20" century Leo Spitzer”.
The title, the prologue, the epigraph, the
opening lines, and the ending always occupy
a text strong position due to their great
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informative value. A salient feature proves “a
convenient starting point for an analysis that
is further continued on the basis of other types
of foregrounding” (ibid.).

Defeated expectancy is also a type of
foregrounding. It implies such a narrative
technique where the author sets up certain
expectations or anticipations in the reader’s
mind, only to subvert or thwart those
expectations later on in the story. This
technique plays with the reader’s assumptions
and creates tension or surprise by deviating
from the anticipated outcome. It occurs when
the story leads the reader to expect a
particular resolution, plot twist (Panasenko,
2017), or character development, but then
delivers something unexpected or contrary to
those expectations. This can result in a range
of effects, including irony, humour, suspense,
or emotional impact (for more, see Davydyuk,
2012; 2013a; 2013b).

Authors  may employ  defeated
expectancy for various reasons: surprise and
suspense, subversion of tropes,
characterization, and emotional impact. It
may come up on any language level, but is
mainly based on stylistic semasiology of
expressive meaning and lexico-syntactical
stylistic devices (pun, zeugma, paradox,
oxymoron, irony, anti-climax, etc.).

3. Sudden fiction as a literary genre

Sudden fiction, also known as flash
fiction or microfiction, refers to extremely
short stories characterized by their brevity and
concise  storytelling. These  narratives
typically range from a few words to a few
hundred words in length, often encompassing
complete plots, character arcs, or thematic
elements within a minimalistic structure.

Traditionally its varieties are connected
with its size: minisaga — 50 words, dribble, or
drabble, or microfiction — from 100 to under
300 words, short short story or flash fiction —
up to around 1,000 words, sudden fiction —
usually a little over 1000 words, new sudden
fiction — up to 1,500 words (Abbasi and Al-
Shargi, 2016), short story — up to 7,500
words. It is a common approach, but I have to
state that sudden fiction, as any other literary

text, is not only the calculation of words.
These texts have a deep context and a specific
structure. Considering them from a decoding
stylistics perspective considerably facilitates
proper interpretation of the author’s message.

What are the key features of sudden
fiction? Taking into account the number of
words mentioned above, | start with
conciseness, because sudden fiction relies on
brevity, condensing a story’s essential
elements into a compact form. Authors must
convey meaning, portray characters, and
communicate emotions efficiently, using only
a limited word count. Then comes
immediacy, because sudden fiction often
plunges readers directly into the heart of the
story, wasting no time on exposition or
background information. The narrative may
begin abruptly, engaging readers from the
opening lines and maintaining a sense of
urgency throughout. We must also keep in
mind suggestiveness, because, due to their
limited length, sudden fiction stories often
leave much to the reader’s imagination.
Authors may employ suggestive or
ambiguous language, allowing readers to fill
in the gaps and interpret the story’s meaning
for themselves. Impact is also important,
because, despite their brevity, sudden fiction
stories aim to pack a punch, leaving a lasting
impression on the reader. They may deliver
unexpected twists, profound insights, or
emotional resonance in a short span of time.
The “suddenness” of the plot depends on the
experimentation of the author (Othman,
2023), because sudden fiction encourages
experimentation  with  narrative  forms,
structures, and styles. Authors may employ
unconventional  techniques,  such  as
fragmented narratives, nonlinear
storytelling, or minimalist prose, to achieve
maximum impact within a limited space.

Each  country  has  outstanding
representatives of this genre, like Bolestaw
Prus, Franz Kafka, Yasunari Kawabata, Kurt
\Vonnegut Jr., Daniil Kharms, and many, many
others.

As my analysis of the text is based on
English-speaking writers, | would like to
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name some of them, paying tribute to their
literary activity in the alphabetical order:
Russel Banx, Charles Baxter, Donald
Barthelme, Hugh Behm-Steinberg, Lydia
Davis, Amy Hempel, Tania Hershman, Joyce
Carol Oates, Jamaica Kincaid, Grace Paley,
Robert Shapard, George Saunders, Deb Olin
Unferth, among others.

Sometimes it is difficult to interpret
properly the author’s messages hidden in the
text and we have to read it several times. The
flash fiction “For Sale, Baby Shoes, Never
Worn” attributed to Hemingway may have
many interpretations, but negative feelings
like sadness, disillusionment, grief, anxiety,
etc. are very likely.

4. Discussion

The short stories which | have
processed represent authors from different
English-speaking countries: Australia,
Canada, South Africa, United Kingdom
(including England and Wales), and United
States. A short biography of each author is
given at the end of each book; in case the
short story is written in another language, the
language is specified, as is the name of the
translator. Though some of the stories are
incredibly interesting, | claim that making the
stylistic analysis of the translated text
fragments may lead to wrong conclusions due
to specific features of languages with different
structures (Slavic languages, Japanese, etc.).

The basic feature of decoding stylistics
is foregrounding, which aims for delivering
the author’s message to the reader. Taking
into account the large number of the
examples, | will present only some of them
according to the types of foregrounding. All
the examples are accompanied by the source
in the abbreviated form, the name of the
author, and the title of the story. To explain
my argumentation of identifying one type of
foregrounding or another, the short gist of the
story is given when necessary.

Let us start with coupling. Several
examples of coupling presented by parallel
constructions can be found in the story by the
Welsh writer Leslie Norris “Blackberries”:
“He took a sheet from a cupboard on the wall

and wrapped it about the child’s neck, tucking
it into his collar. ... He could see the bumps
they made in the cloth. He moved his finger
against the inner surface of the sheet and
made a six with it, and then an eight. He liked
those shapes. ... He took the sheet off the
child and flourished it hard before folding it
and putting it on a shelf. He swept the back of
the child’s neck with a small brush” (SFlI,
1989: 40). More information about the
contextual situation in this short story is given
below, when defeated expectancy is
discussed.

Rhythm as another variety of coupling
can be found not only in poetry, but also when
we come across the repetitive pattern of
certain actions in the short story “On Hope”
by Spencer Holst (SFI, 1989: 51-54), in which
a trained monkey steals the royal jewellery
three times, which a gipsy, her owner, returns
to the royal family, understanding the
seriousness of this crime. The largest stone in
the necklace is named the Diamond of Hope
making the link with the title. This
rhythmicality is further enhanced by the three
possible endings of the story offered by the
author.

Foregrounding in the text “Important
Things” by Barbara L. Greenberg is realized
through parallel constructions and anaphoric
repetitions, which make the text cohesive and
rhythmical (“You tell your children”, “You
say...”, “You offer...” (SF, 1986: 149-150). In
fact, the whole text can be considered as
suspense or delay: there are many conditions
that children demand and “If you don't, they'll
have to resort to torture” (SF, 1986: 150).

Convergence. In the short story “Love,
Your Only Mother” by the American writer
David Michael Kaplan, the author’s message
is foregrounded by the combination of a text
salient feature (the title, the beginning, and
the ending of the text) and convergence. A
woman left her husband; they are not
divorced; they are not communicating
directly; she sends her daughter postcards
with Dbeautiful landscapes from different
places in the United States. The postcards find
a girl at home, at the apartments she rented as
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a student, and finally in her own house where
she lives with her husband. Each postcard is
signed identically; it is the title of the story.
The daughter marked the movement of her
mother on the atlas: 63 postcards, 400 lines —
“our life together”. The last paragraph
abounds in ordinary and anaphoric
repetitions, emotively charged words,
metaphors and similes: “But on summer
evenings, when the windows are open to the
dusk, | sometimes smell cities... wheat
fields...oceans — strange smells from
far away — all the places you've been to that |
never will. 1 smell them as if they weren't
pictures on a post-card, but real, as close as
my outstretched hand. And sometimes in the
middle of the night, I'll sit bolt upright, my
husband instantly awake and frightened,
asking. What is it? What is it? And I'll say,
She's here, she's here, and | am terrified that
you are. And he'll say, No, no, she's not, she'll
never come back, and he'll hold me until my
terror passes. She's not here, he says
gently...; she's not — except you are, my
strange and only mother: like a buoy in a fog,
your voice, dear Mother, seems to come from
everywhere”. (SFI, 1989: 85-88).

Another good example of convergence
can be found in the short story “The King of
Jazz” by Donald Barthelme. It is a very
specific story about a battle of jazz musicians:
American and Japanese trombone players.
Their way of playing is described
metaphorically, using colours: “Playing with
lots of rays coming out of it, some red rays,
some blue rays, some green rays, some green
stemming from a violet center, some olive
stemming from a tan center — (SF, 1986: 11).
Sustained metaphors are concentrated in the
very large paragraph of 13 lines at the end,
characterizing the way an American trombone
player (who won and became the King of Jazz
again) was extracting sounds from his musical
instrument: “You mean that sound that sounds
like the cutting edge of life? That sounds like
polar bears crossing Arctic ice pans? That
sounds like a herd of musk ox in full flight?
That sounds like male walruses diving to the
bottom of the sea? ... That sounds like the

wild turkey walking through the deep, soft
forest? ... That sounds like a mule deer
wandering a montane of the Sierra Nevada?
... That sounds like = (SF, 1986: 12-13). This
paragraph also contains tautology, parallel
constructions, anaphoras (syntactic stylistic
devices) and onomatopoeia (phonetic stylistic
device).

Semantic repetition. The title of the
short story by Stuart Dybek “Death of the
Right Fielder” (SFI, 1989: 35-38) as a salient
feature is enhanced by semantic repetition.
The word ‘death’ and words of the same
lexico-semantic field (to kill, a terrorist, a
mad sniper, to pull the trigger, a bullet,
shooting, a fresh grave, and epitaph), in fact,
lose their meaning, because, notwithstanding
their repeatability, they lead to nothing, and it
is still not clear at the end of the text who
Killed the baseball player.

In many texts, various types of
foregrounding enhance each other, like in the
short story “The cliff” by Charles Baxter.
Semantic repetition can be found in the
signals of addressee-orientation denoting
different shades of a blue colour: “the long
line of blue water”, “faded blue jeans”, “the
boy’s blue eyes”, “the sea”, and “the blue sky”
(SF, 1986: 43-46). This colour intensifies
features of a 15-year-old innocent teenager,
because blue has a symbolic meaning of
innocence. The events take place near the sea
(blue is a typical colour of the sea and the
sky). Blue is also associated with magic and it
happens. After some magic rituals, the boy
steps off the cliff and starts flowing “in great
soaring circles”. This magic, in our case
culminating in defeated expectancy, is
foregrounded by the title and symbolic
meaning of a blue colour.

Salient feature and text strong
position. Foregrounding in the short story
“The Weather in San Francisco” by Richard
Brautigan is vividly realized by a salient
feature and a text strong position, i.e. the title
is connected with the first paragraph: “It was
a cloudy afternoon with an Italian butcher
selling a pound of meat to a very old woman,
but who knows what such an old woman
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could possibly use a pound of meat for?”
(SFI, 1989: 119). Here the message of the
author is quite clear, because the reader comes
to know about the protagonists of this story (a
butcher and a very old woman), the event
(buying meat), and the reason of buying meat
(“Perhaps she used it for a bee hive and she
had five hundred golden bees at home waiting
for the meat, their bodies stuffed with honey”,
ibid.). The customer and the seller discuss
weather while choosing a specific sort of
meat. Though this signal of addressee-
orientation is very strong, anyone hardly
believes that the liver is bought for the bees,
thus, the stronger the effect of the defeated
expectancy is. The ending of the text (again, a
text strong position) includes many stylistic
devices: “She opened her purse which was
like a small autumn field and near the fallen
branches of an old apple tree, she found her
keys” (simile); “Then she opened the door. It
was a dear and trusted friend”
(personification); “She nodded at the door
and went into the house and walked in a long
hall into a room that was filled with bees”
(defeated expectancy). Convergency is
formed due to anaphoras and parallel
constructions: “There were bees everywhere
in the room. Bees on the chairs. Bees on the
photograph of her dead parents. Bees on the
curtains. Bees on an ancient radio that once
listened to the 1930s. Bees on her comb and
brush” (SFI, 1989: 120). The author
brilliantly connects the last paragraph with the
title of the story: “The bees came to her and
gathered about her lovingly while she
unwrapped the liver and placed it upon a
cloudy silver platter that soon changed into a
sunny day” (SFI, 1989: 120).

Ann Beattie, the author of the short
story “Snow”, sends many messages to the
reader in the text: a snowy winter is not a
perfect period of courting and love; the snow
is not eternal and melts bringing changes,
another season of the year or new love; white
colour is a symbol of innocence. The title,
occupying a text strong position, highlights
many words and word combinations forming
a special lexico-semantic group: “the big

snow”, “like a crazy king of snow”, “kneeling
in snow”, “all that whiteness”, “the newly
fallen  snow”, “the cold”, “winter”,
“snowplow”, “scraping snow”, etc. (SFI,
1989: 286-288); each element of this group
has a different function: descriptive,
associative, and symbolic (for more see
Panasenko 2019: 136).

The title of the short story “Even
Greenland” by Barry Hannah is based on
paradox: Greenland is not green. A pilot says:
“Even Greenland. It’s fresh, but it’s not fresh.
There are footsteps in the snow” (SF, 1986:
8). And the flight is not flight: it is falling
down of the airplane with its further
explosion, which is described metaphorically:
“The wings were turning red. | guess you’d
call it red. It was a shade against dark blue
that was mystical flamingo, very spacey like,
like living blood. Was the plane bleeding?”
(SF, 1986: 7).

George Garrett in the short story “The
Strong Man” describes a pregnant young
woman who intends to divorce her unfaithful
husband and who stays together with her
lover in Italy. She faces many problems and
sees no solution to them. To entertain her,
Harry, her lover, offers to watch a street
performance. The tricks performed by an
actor, whom everybody called a strong man,
were gradually becoming more and more
complicated; finally, he was covered by
chains. The young woman “watched the man
in chains and she felt a strange exhilaration.
She felt her own body move, tense with the
subtle rhythm of his struggle. One arm free,
then, slowly, very slowly, the other, and, at
last sitting up, he twisted his hurt legs free”
(SF, 1986: 148). The message of liberation
through sufferings and great efforts is
foregrounded by the title. The very last
paragraph constitutes a text salient feature,
because symbols of new life, strength, and
serenity appear in the heart of the young
woman: “... she saw that there was a new
moon and she could see the dark shape of the
mountains. They were still there. And she
could feel the strength and flow of the river,
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and she could feel her child, the secret life
struggling in her womb” (SF, 1986: 148).

One more interesting feature should be
mentioned. The foregrounding in this text is
enhanced by suspense (Brewer, 1996). For the
woman it is mainly emotional tension,
whereas for the strong man it is a physical
restraint. Following the strong man’s efforts, a
woman shares his tension and finally,
simultaneously with the street actor, feels total
relaxation.

Some titles used as foregrounding
demand the possession of specific knowledge,
otherwise the author’s message will not be
decoded properly. The short story “Tent
Worms” by Tennessee Williams has deep
context. A husband and his wife rented a
house for summer but it was surrounded by
“the tent worms that were building great,
sagging canopies of transparent gray tissue
among the thickly grown berry trees” (SF,
1986: 96). These silvery nets were covered by
numerous tent caterpillars, which totally
defoliated trees. Billy Foxworth did his
utmost to save poor trees burning these nets
out with paper torches “childishly, senselessly,
in spite of the fact that there were thousands
of them” (ibid., 97), but he ran out of paper
and matches and “had a defeated look and he
had burned himself in several places”. From

the talk of his wife Clara and a Doctor we
come to know that Billy is lethally ill and his
wife realizes that he knows about it. He has
given up burning tent worms and they both
know that “they, no, would never return,
separately or together” (ibid., 100) to this
place. Billy Foxworth is doomed, nothing will
help him and his failure in burning the worms
vividly indicates it.

Interesting examples of the titles which
foreground the author’s message are in “A
Walled Garden” by Peter Taylor (SF, 1986:
58-61) — isolation and seclusion (“We’ve
walled ourselves in here with these evergreens
and box and jasmine” (ibid., 58); garden can
also be considered as a linguistic cultural
symbol (Karasik 2023); “Tickits” by Paul
Milenski (SF, 1986: 155-157) — characterizing
the pronunciation and spelling of the notes
Toby Heckler prepared for any case, which
attracted his attention; his notes are written in
capital letters (“PRAKING MISTEAK?”,
“PAPUR ON GARSS”, “TOO MUSH
DIRNKING”, “ERVYTHING WORNG!”),
etc.

Epigraphs are very scarce in this
literary genre. They are used for specific
purposes, such as explaining the text, like in
the short story “Seven Pieces of Severance”
by Robert Olen Butler (NSF, 2007: 131-136):

“After careful study and due deliberation it is my opinion
the head remains conscious for one minute and a half after decapitation.

Dr. Dassy d’Estaing, 1883~

“In a heightened state of emotion, we speak at the rate of

160 words per minute.

My students made special research and
found out that these names are fictitious as
well as the information presented in the
epigraphs. A Sourcebook of Speech from this
date never existed. But these epigraphs are
very important, because they foreground the
meaning of the whole text, which consists of
seven short fragments without punctuation
marks, like a stream of consciousness of
people who were decapitated. Some of these
people were real, like Paul the Apostle, the
exact details of whose death are unknown, or

Dr. Emily Reasoner, A Sourcebook of Speech, 1975”

Angry Eyes, an Apache warrior, or “Hanadi
Tayseer Jaradat, law student, beheaded by
self-detonation of shaheed-belt suicide bomb,
2003”; some alleged to be common people,
like “Rokhel Pogorelsky, Jewish woman,
beheaded in Russian pogrom, 19057, but
again in some cases it was not historically
accurate. Without these two epigraphs, the
message of the author would have been totally
lost: “breechcloth and moccasins only these
things on my body my head bound by a cloth
band my face and chest and arms stained but
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I do not know the colors | do not look, my
eyes are fixed on the horizon beyond mesquite
and pinon and...” (paragraph “Angry Eyes”,
NSF, 2007: 135).

It is important to mention the type of
plot development in this text. Panasenko
(2002; 2017: 110) offered four basic types of

plot development: a chain, a ring, a fan, and a
circle. Later this classification was enlarged
by various combinations of these basic
models. In this short story, it is obviously a
chain, in which we see the description of
seven events (see Figure 1).

Pucynok 1. Tum pa3Butus croxkera B pacckasze “CemMb KyCOUKOB pa3pbiBa” Pobepra Onena
barnepa. Mctounuk: CobctBeHHas oopadotka no [lanacenko 2002

Figure 1. Type of plot development in the short story “Seven Pieces of Severance” by Robert Olen
Butler. Source: Author’s adaptation based on Panasenko 2002

1 2 3

5 6 7

Epigraphs can also be found in the short
stories “l Shot the Sheriff” by Touré (NSF,
2007: 159-163), “The Gold Lunch” by Ron
Carlson (NSF, 2007: 281-287), “Twirler” by
Jane Martin (SF, 1986: 17-19), “The
Artichoke” by Marilyn Krysl (SF, 1986: 217-
218) and in some short stories written by non-
English-speaking writers.

Discussing defeated expectancy, |
should state that its (un)predictability depends
on the context. Every woman knows that
blackberries leave indelible spots on fabric.
Thus, the use of a new cap as a container for
blackberries with inevitable results is
predictable to evoke the irritation of the boy’s
mother. The father, perhaps, knew nothing
about it and his deed brought the situation to
the  family scandal  (Leslie  Norris
“Blackberries”, SFI, 1989: 39-44).

The phrase “Thank You, M’am” is not
only the title of a short story by Langston
Hughes; it is the salient feature that ends this
story. A young boy is caught stealing her
purse by Mrs. Jones. The defeated expectancy
is also foregrounded by this phrase: instead of
taking the boy to the police, the old lady gives
him some food and money to buy “some blue
suede shoes” (SF, 1986: 67).

Interesting examples of defeated
expectancy as a type of foregrounding can be
found in the following short stories: “Sunday
in the Park” by Bel Kaufman (SF, 1986:
20-23); “Song on Royal Street” by Richard

Blessing (SF, 1986: 29-32); “Pygmalion” by
John Updike (SF, 1986: 33-35); “The Hatchet
Man in the Lighthouse” by William Peden
(SF, 1986: 109-111); “The Quail” by Rolf
Yngve (SF, 1986: 109-213); “Sleepy Time
Gal” by Gary Gildner; “The Bank Robbery”
by Steven Schutzman (SF, 1986: 94-95), in
which the robber is in intensive written
correspondence with the teller and finally they
leave the bank together carrying the stolen
money; “Dog Life” by Mark Strand, where a
husband confesses to his wife that he was a
dog and gives details of his courting “a
melancholic Irish setter, ...a long-coated
Chihuahua and black and white Papillon, ...
a German short-haired pointer” (SF, 1986:
107); “Thief” by Robley Wilson, Jr., in which
a man robbed at the airport was accused of
stealing his own wallet with an ID, because,
on his request, the thief gave him back
somebody else’s wallet. The poor man can’t
prove his identity and innocence to the
policeman. Great scandal. In two weeks, he
receives his wallet back, “no money is
missing, all the cards are in place” (SF, 1986:
171).

The message of the author can be
foregrounded by specific plot development,
as, e.g., in the short story “Reunion” by John
Cheever. A young man is eager to meet his
father for the first time in three years after his
parents’ divorce. As he has only an hour and a
half, his father invites him for lunch next to a
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railway station. The young man was so glad
to meet his father; he even expected that
“someone would see us together. | wished that
we could be photographed. | wanted some
record of our having been together” (SF,
1986: 14). They visited four restaurants but
each time it was a failure, because his father

caused a scandal everywhere. Even when he
wanted to buy a paper to read on the train for
his son at a newsstand, it was not a success.
The events start and end at the railway station.
| can present the plot development of this
short story as a ring of closed rings (see
Figure 2).

Figure 2. The model of plot development in the short story “Reunion” by John Cheever.
Source: Author’s adaptation based on Panasenko 2002

Pucynoxk 2. Tun pa3Butus croxera B pacckase “ Boccoenuuenune” J[xxona Uusepa.
Hcrounuk: CobcTtBeHHas oopadboTka mo [Tanacenko 2002

Each event ending with a scandal is
completed. The protagonists return to the
starting point of their meeting. Taking into
account that the ring is closed, it shows no
prospect of their communication in future. It
is proved by the very last sentence (text
strong position): “Goodbye, Daddy,” | said,
and | went down the stairs and got my train,
and that was the last time | saw my father”
(SF, 1986: 16). Then the title of the text
“Reunion” sounds ironic and sarcastic.

Foregrounding in the short story
“Turning” by Lynda Sexson (SF, 1986: 70-73)
is based on intertextuality. Robert, a four-
year old child is visited on his birthday by
three elderly ladies whom he calls Louise
Dear, Olivia Sweet, and Ruth Love. After the
birthday cake, they take turns narrating an
extremely bizarre tale. They invent stories
about “The Emperor Who Had No Skin”. In
fact, these stories form a fairy tale with its
such obligatory elements, as a prince/emperor,
princesses, tasks to complete, and a sacred
number three. The prince gives three tasks to
his potential brides according to the rules of
any fairy tale; these three stories form the
recognizable pattern "text in a text", i.e.
intertextuality. Physical outlook of the prince

and unusual tasks he gives to young women
are foregrounded by defeated expectancy.

Three old women together with a little
boy invent stories where each ending of the
fairy tale leads the reader to surprise, i.e.
defeated expectancy.

If in the short story “Tent Worms” by
Tennessee Williams mentioned above the
message of the author is clear to those who
know at least something about the tent
worms, the short story “The Rememberer” by
Aimee Bender (NSF, 2007: 63-67) needs a
thorough comprehensive reading. Let us pay
attention to different types of foregrounding
in it and try to decode the signals of
addressee-orientation in this text. The
“rememberer” means a person who
remembers several words and phrases from an
endangered or moribund language but never
becomes fluent in it, because it is difficult to
find an interlocutor. In sociolinguistics, it is a
person who recalls something from memory.
Who is the rememberer in this narrative?
Annie tells us a story about her lover Ben who
at first changed into “some kind of ape”. It
can be taken for allegory or metaphor, but his
reverse evolution continues: a sea turtle, then
a salamander. Through the whole text the
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heroine repeats the word “to remember” and
“memories” related to it (a case of semantic
repetition); she worries if Ben being in a
different shape still remembers her and if he
remembers where to find her house in case he
comes back in a human body.

At the very beginning of the text (its
salient feature), the whole gist is rendered in
as few as one paragraph: “My lover is
experiencing reverse evolution. I tell no one. |
don’t know how it happened, only that one
day he was my lover and the next he was
some kind of ape. It’s been a month and now
he’s a sea turtle” (NSF, 2007: 63).

Examples of convergence and coupling
are found at the end of the text: “This is the
limit of my limits: here it is. You don’t ever
know for sure where it is and then you bump
against it and bam, you’re there. Because |
cannot bear to look down into the water and
not be able to find him at all, to search the
tiny clear waves with a microscope lens and
to locate my lover, the one-celled wonder,
bloated and bordered, brainless, benign,
heading clear and small like an eye-floater
into nothingness” (NSF, 2007: 66). Here we
also see tautology (the limit of my limits) and
alliteration. Galperin describes alliteration as
“a phonetic stylistic device which aims at
imparting a melodic effect to an utterance.
The essence of this device lies in the
repetition of similar sounds, in particular
consonant sounds, in close succession,
particularly at the beginning of successive
words” (Galperin, 1971: 121).

Let us consider the words starting with
‘b’, which I marked in bold, from the point of
view of phonosemantics. Interesting examples
of the meanings of different sounds can be
found in “A Dictionary of English Sound” by
Magnus (s.a.), who names sounds or sound
sequences and their associated meanings as
phonesthemes. She "presents the
phonesthemic classification of the most
common monosyllabic words in English and
shows which associations they evoke"
(Panasenko, Mudrochova, 2021: 431). We
applied her  classification to  the
advertisement's text analysis and chose

suitable meanings of /b/. As it comes from the
analysis of the example above, it is obvious
that /b/ is associated with water, barriers,
interference, emptiness, binding, contact,
connection, departure, birth and beginnings,
and some other things. Most of these
meanings that can be found in this extract and
are connected with the whole story.

5. Conclusion

In my textual analysis, different
approaches popular in decoding stylistics
have been used, the major ones being: close
reading, which allows to deeply penetrate
into the meaning of the text and the choice of
the stylistic devices; intertextuality, i.e. text
in a text presenting quotations and allusions to
famous pieces of art, culture, and literature;
contextual analysis, based on social-cultural,
historical, and other types of contexts;
stylistic analysis, covering all language
levels.

In the process of sudden fiction analysis
through the lens of decoding stylistics, we
cannot ignore other types of stylistics. In
some texts, we must take into account both
the suspense and the readers’ emotional
response to it, i.e. the domain of affective
stylistics. Convergence is based on the
interrelation of the stylistic devices belonging
to different language levels — the object-
matter of literary stylistics — phonetic
(rhythm, onomatopoeia, alliteration, etc.);
lexical (metaphor, epithet, personification,
etc.), and syntactic (repetition, inversion,
polysyndeton, etc.).

It is hardly possible to make any
calculation while analysing texts of sudden
fiction, though it is obvious that coupling and
semantic repetition are not as widely
employed by the authors as the other types of
foregrounding. Each text has a unique
structure, combines various types of
foregrounding enhanced by intertextuality,
curves of plot development, and suspense.

Out of the numerous types of stylistics,
I have chosen decoding stylistics for
interpreting sudden fiction texts, because it
involves analysing the stylistic choices made
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by a writer, while foregrounding specifically
looks at intentional highlighting or deviation
from the ordinary in linguistic elements.
Foregrounding is a key aspect of stylistic
analysis, helping readers uncover the nuances
and artistic dimensions of language use in
texts.

Decoding stylistics is equally strongly
connected with information theory, i.e. the
continuum “code — message — sign — text”.
Foregrounding may be considered as an
important tool of extracting the signals of
addressee-orientation encoded by the author
from the text.

Taking into account the specificity of
this literary genre, my hypothesis was that
defeated expectancy would prevail among the
other types of foregrounding. However, my
research  findings suggest that defeated
expectancy plays a less crucial role in sudden
fiction texts. The results of my research show
that foregrounding in sudden fiction is
realized by coupling, convergence, semantic
repetition, text salient feature and strong
positions, and defeated expectancy. | would
give priority to the text salient feature, namely
the title, the beginning, and the ending of the
text. It is the title, which sends a very
important message to the reader and lays the
foundation of proper text understanding.
Convergence, ranking second, can often be
found in concluding paragraphs. Defeated
expectancy, taking third place, is often
intensified by the title and other types of
foregrounding. Though my hypothesis was
not justified, defeated expectancy can be
considered as a very important signal of
addressee-orientation highlighting the features
that are of utter importance for proper
decoding.
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Abstract. The goal of this paper is to investigate attributive constructions in the
poetry of Vladimir Nabokov. The material comprises Nabokov’s lyric poetry,
published by the author himself in collections representing all major creative periods.
The focus is on one of the most significant aspects of his style: the set of attributive
types and their relationships, which together form a potential system

Beyond categorizing different grammatical types of attributes (adjectives, participial
phrases, subordinate clauses, etc.), we quantified more complex phenomena such as
attribute inversion and polyfunctional attributes, which were likely subject to strong
interference from English.

The analysis reveals two distinct tendencies of stylistic evolution in Nabokov’s
poetry. The first tendency is defined by the specific processes of divergence and
declining inversion. While English-language influence accelerated these changes, it
did not alter the essential course. The second tendency involves an oscillating
dynamic in the use of polyfunctional attributes that persists throughout all phases of
his creative work.

These findings demonstrate that Nabokov’s poetic style evolved through gradual
transformation rather than radical rupture. External factors such as country of
residence and linguistic environment quantitatively modulated the pace and scope of
changes but failed to precipitate qualitative shifts in his attribute (adnominal) system.
Keywords: Quantitative analysis of style; Change over time; Attribute types; Poetic
text; Nabokov
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AnHotanus. [IpeamaraeMoe MCCIIEIOBAaHUE CTABHT IICNIBI0 M3YYUTh aTPUOYyTHBHYIO
CTpYyKypy B mons3uu Brnagumupa HaGokoBa. Marepuanom sIBISI€TCS CTUXOTBOpHAs
nupuka HaGokoBa, omyOnMKOBaHHAs CaMUM aBTOPOM B COOpHHMKAX W OTpakaromias
€ro CTUJIb BO BCEX OCHOBHBIX MEpHOAaxX TBopuecTBa. B pokyce BHUMaHUSI HAXOAUTCS
OJIMH W3 BOXHEHIIIMX aCMEKTOB €r0 CTUJISl — CUCTEMbI aTprOyTHBHBIX TUIIOB. [ToMumo
pa3IMYHBIX IPAMMAaTHYECKUX THUIIOB aTpuOyTOB MPOBEACHBI MOACYETHl TaKUX Oolee
CIOXHBIX  JUIi ~ BOCHPHUSTUS  SBJICHMW KAk  HWHBEpCUA  aTpuOyTOB |
nonu(yHKIIMOHATbHbIE aTpUOYThl, KOTOpbIE MOJKHBI OBLTM HCIBITaTh CUJIBHYIO
UHTEP(EPEHITNIO CO CTOPOHBI AHTITUHCKOTO S3bIKA.

[TpoBeneHHbIN aHAIHM3 TIOKA3BIBAET, UTO B cTUiie HabokoBa-mosTa cyiiecTBOBajIM JIBE
MOZeNIM U3MeHeHH. [lepBas mposiBisSieTCsl B MOCTEINEHHOM YBEIWYEHUH PA3TUUYUN
MEXJIy COOpPHMKAaMH 1O COBOKYITHOCTH aHaJU3UPYEMBIX MapaMeTpOB U B
YMEHBIIEHUU YaCTOThl UHBEPCUU aTPUOYTOB.

BnusitHue co CTOpPOHBI aHIIMICKOTO fA3bIKa YCKOPHJIO IPOUCXOASIINE H3MEHEHUS,
OJTHAKO HE U3MEHUJIO X OCHOBHOM Xapakrep.

Bropas  Momens  3akmrouaercs B alNbTEPHUPYIOLIEH  CMEHE  4acTOT
NoJIM(PYHKIIMOHAILHBIX aTpUOYTOB, KOTOpasi COXPAHSETCS Ha MPOTSIHKEHUH BCEH
TBOpYeCKoH AestensHOCTH HabokoBa.

Pe3ynbrarhl moka3pIBaloT, 4TO U3MEHEHUsSI B aTpuOyTHUBHOM cucTteme HabokoBa-mosTa
MPOUCXOIWIN HE B OopMeE PE3KOro CKadka, a MyTeM HBOJIOLMHU, HA HAMpaBICHHUE U
MacmTad KOTOpOi Takue BHENTHUE (PAKTOphI, KaK CTpaHa MPOKUBAHUS U SI3BIKOBAs
cpella UMEIOT KOJIMYECTBEHHOE, HO HE KaY€CTBEHHOE BIIMSHUE.

KiioueBbie cioBa: KpantutaruBHbli aHanu3 ctuis; [{unamuka; Tumsl arpuOyToB;
CruxoTBopHbIi TekcT; HabokoB

Nudpopmauus nas untupoBanus: Auapees B. C. DBosonus mo3TuyecKoro CTUIIs
HabokoBa: CTUIEXpPOHOMETPUUECKHI aHAINU3 aTpUOYTUBHBIX CTPYKTYyp // HayuHbiii
pesyabTaT. Bonpock! TeopeTndeckoit u npukiaaHon auHrBuctuku. 2025. T. 11. Ne 3.

C. 45-62. DOI: 10.18413/2313-8912-2025-11-3-0-3

Introduction

! HarmoHanbHBIH UCCIIEIOBATEIbCKUI yHuBepcuteT «Briciias mikona skonomukny (HUY BIID),

Vladimir Nabokov’s brilliant prose has
long eclipsed his significant poetic output,
though he began as a poet and sustained verse
composition throughout his career — persisting
in Russian poetry even after adopting English

exclusively for prose. While scholars have
thoroughly examined the evolution of his

literary style in prose, particularly the
transformative impact of his linguistic
transition, the challenge of systematic
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quantitative analysis of stylistic evolution in
his poetry has yet to be tackled.

The study of stylistic evolution in
Vladimir Nabokov’s works remains one of
the most intensively researched aspects of his
oeuvre. Investigations into the dynamics of
his style examine shifts in core motifs and
“émigré nostalgia®, increasing narrative
complexity, the emergence and refinement of
readerly gamesmanship, evolving patterns of
allusion and self-reflexivity, the growing
prominence of intertextuality and
metafictional techniques (Johnson, 1979,
1991; Pier, 1992; Scherr, 1995, 2005; Loison-
Charles, 2015; Boyd, 1999). A pivotal factor
in Nabokov’s stylistic transformation is often
identified as his transition from Russian to
English as a literary language — a shift
temporally anchored to his 1940 emigration to
America. In 1939, his poem “To Russia”
famously declared Russian foundation of his
being, yet by 1940, following his relocation to
the U.S., he asserted his complete adoption of
English and proclaimed himself an American
writer (Nabokov, 1969, 1990).

The multifaceted nature of Nabokov’s
linguistic transition has been examined in
numerous studies, including monographic
works (Borisova and Daineko, 2023;
Cornwell, 2005; Mullins, 2016/2017; Morris,
2005/06; Jottkandt, 2024; Loison-Charles,
2022; Raguet, 2017; Shvabrin, 2019).
However, many scholars challenge a
periodization based exclusively on place of
residence and linguistic environment. A.
Dolinin (2004) argues that Nabokov’s stylistic
evolution began long before his American
emigration, with significant shifts detectable
as early as the late 1920s. M. Malikova
(Malikova, 2002: 30) suggests that analogous
changes took place in poetry in the mid-
1930s. B.Boyd (1991: 70) contends that
Nabokov’s English novels remain
fundamentally Russian in essence, preserving
core stylistic and thematic continuities.
V. Orlova (2016), through extensive textual
analysis, demonstrates that Nabokov’s
linguistic style remained consistent despite
the switch to English, suggesting deeper

invariants beneath the surface of language
choice.

It should be noted that, in this respect,
studies on Nabokov’s stylistic evolution have
overwhelmingly focused on his prose, paying
only marginal attention to his poetic works.
This study seeks to address this gap by
examining one key aspect of his stylistic
transformation through the lens of his
Russian-language poetry.

Though overshadowed by his globally
celebrated prose, Nabokov’s poetry — which
both he and scholars acknowledge as the
genesis of his creative journey — remains
integral to understanding his artistic
evolution. Writing under the pseudonym
Vladimir Sirin, Nabokov debuted as a poet
and continued to compose and publish verse
throughout his career. He himself emphasized
the intrinsic connection between his poetry
and prose, stating: “I have never been able to
see any generic difference between poetry and
artistic prose. As a matter of fact, | would be
inclined to define a good poem of any length
as a concentrate of good prose, with or
without the addition of recurrent rhythm and
rhyme”” (Nabokov, 1990: 44).

Scholars further note that many images
and themes fully realized in Nabokov’s prose
first emerged in Sirin’s poetry (Dolinin, 2004:
31-34).

The first works of the young author appeared
in the collection Poems, published in
Petrograd in 1916 when he was only 17 years
old. These were followed in 1918 by new
poems in the joint collection Two Ways with
A.V. Balashov. The next stage of his literary
career was the Berlin period (1922-1937),
during which Nabokov not only wrote his first
novels — Mary, The Luzhin Defense, The Gift,
and others — but also published poetry
collections: A Bunch (1923), The Empyrean
Path (1923), and The Return of Chorb. Stories
and Poems (1930). Subsequently, Nabokov
continued writing and publishing poetry
throughout his career. In 1952, he released
Poems, 1929-1951 and several other
collections  incorporating  verse  from
periodicals. The analysis demonstrates that
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Nabokov's poetic style exhibits its own
complex and evolution of attributes, which
remained a permanent and integral component
of his artistic identity. Therefore, Nabokov’s
poetry must under no circumstances be
underestimated or ignored in  any
comprehensive study of his creative life
(Boyd, 1999; De Vries, 1991; Morris, 2010).

Research Materials and Features

This study examines poems from four
collections (Nabokov, 2002) that represent the
major phases of Nabokov’s Russian-language
poetic career: “Two Ways” (TW?, 1916) — the
early Crimean period, “A Bunch” (BN, 1923)
— the early Berlin period, “The Return of
Chorb. Stories and Poems” (RT, 1930) — the
late Berlin period and “Poems, 1929-1951”
(PM, 1952) — the American period (Nabokov,
2002). Although PM was published after
Nabokov’s emigration to America, this
collection includes poems written in
Germany, England, and France prior to his
relocation. For the final collection (PM),
which spans both his late European and
American periods, our analysis includes only
those poems written after his move to the
United States. The total volume of the
analyzed material across the four collections
amounts to 10,112 words (Two Ways — 768
words, A Bunch — 3,897 words, The Return of
Chorb. Stories and Poems — 2,956 words, and
Poems, 1929-1951 — 2,491 words).

For statistical analysis, we used the
Statistica software package (v. 6.1, StatSoft).

The purpose of the study is to establish
the character of the evolution of Nabokov’s
style in poetry. The primary hypothesis of this
study is that Vladimir Nabokov's stylistic
evolution was not a sudden rupture caused by
his emigration to America, but the
culmination of a prolonged and intensifying
developmental process that began much
earlier in his career.

To investigate Nabokov’s stylistic
idiosyncrasies, we analyze descriptive

L In brackets the abbreviated name of the collection and
the year of publication are given.

patterns —specifically, the types of attributes
he employs. This focus is justified by the
unique syntactic behavior of modifiers: unlike
predicate structures, attributive constructions
are independent of verbal valency. They are
syntactically (and often semantically) optional
and their usage reflects authorial choice rather
than grammatical necessity. Consequently,
attribute selection serves as a key stylistic
marker, revealing an author’s descriptive
preferences with minimal interference from
syntactic constraints (Andreev et al., 2017b).

The use of adnominals (attributive
modifiers) in poetic style has been explored in
numerous studies, examining aspects such as
the distribution of attribute types within texts,
diachronic shifts in attributive patterns, cross-
author ~ comparisons  of  modification
structures, latent trends in attribute frequency,
the interplay of different attribute types across
textual segments and other related issues
(Khokhlova, 2021; Andreev et al., 2017a;
Andreev et al., 2017b; Andreev et al., 2018;
Popescu et al., 2013; Popescu et al., 2007; Gu,
2025, etc.).

It should be noted that Nabokov himself
regarded attributes as a crucial element of
poetry. In his (negative) assessment of his
first poetry collection, published in 1916, he
specifically criticized his own use of
modifiers: “I did not venture far for epithets
in those days” (Nabokov, 2000).

This study combines stylochronometry
and quantitative linguistics to trace syntactic
evolution in Nabokov’s Russian poetry. Using
a corpus of four collections (1916-1952), we
quantify  attributive patterns  (including
inversion and polyfunctional modifiers) via
frequency analysis, Euclidean distance, and
exponential modeling. The application of
quantitative analysis to stylistic research
enables objective measurement of attribute
frequencies across different periods of
Nabokov’s poetic career. Specific
methodological requirements and limitations
are detailed in their respective sections.

The taxonomy of attributes is based on
the part-of-speech characteristics of words
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occupying

the syntactic position of a

modifier. Depending on additional linguistic
criteria, this framework can be expanded
(through finer subcategorization) or shortened

(analyzed at a higher level of feature
generalization).
Abbr. Type Definition
Descriptive modifier
A Adjective agreeing with the noun in
gender, number, and case
Pronominal Pronoun functioning as an
D . I
adjective adjective
G Genitive Noun in genitive case
modifying another noun
PR Prepositional Modifier introduced by a
phrase preposition
PT Participle Verbal adjective
SC Subordinate Relative (adjective) clause
clause
AV Adverbial Adverb modifying a noun
(rare)
AP Appositive Noun phrase renaming
another noun
Obligue-case Noun in oblique case
OBL nounq (non-genitive) without a

preposition

The OBL type proved exceptionally
rare and was excluded from separate analysis.

Results and Discussion

The analysis of attributes in the poems
from four collections, conducted manually,
allowed us to determine their frequency of
use.

In the TW collection, the total number
of attributes was 169 (22.01% of all words),

The initial list of attributive types (AT)
found in the analyzed poems includes the
following categories. Each entry provides:
Abbreviation, Attributive type, Definition,
Examples from Nabokov’s works (with
translation in parentheses).

Examples

“B npumopckom ropoake” (a seaside town);
“arcenesnvirl yaeir” (iron hive); “uyorcumu

monemu’” (alien people)

«omum tperetom» (this tremor); «moil
aBTyCTOBCKHIT JIeHb» (MY August day)

«renb pykuy (Shadow of a hand); «reo3au
36e30» (nails of stars)

«CBUIAHBE n00 TeM Kawmarnomy (a date
under that chestnut tree)

«cunerowyio mriry» (haze turning blue)

«4acel, umo nexcam 30ecwy (the clock that
is here); «cnoBa, umo 6 6yoywem natioem
socnomunanwve» (Words that memory will
find)

«3IpaBCcTBYH, cuactbe snepedu!» (Hello,
happiness ahead!)

«aHTeJ1 JII/IKI/Iﬁ, nouynaejiuHbe Cyuecnteoy
(a wild angel, a half-peacock creature)

«koHer[ ecenvion (end to merriment);
«panocthb 2onybsmy» (joy to the pigeons)

in BN — 993 (25.48%), in RT — 644 (22.35%),
and in the PM collection their count was 509
(20.43%). Overall, the number of attributes
remains approximately consistent throughout
the author’s works, averaging about 1
attribute per 5 words.

Table 1 presents the frequencies of the
main types of attributes across all collections.
Since the poems vary significantly in length,
relative frequencies (calculated per 100
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words) will be wused henceforth, unless
otherwise specified. This means that absolute

values are divided by the total number of
words in the work and multiplied by 100.

Table 1. Frequencies of Attribute Types across the Four Collections
Tadmmua 1. YacToTs! THIIOB aTpulyTOB B UETHIPEX COOPHHUKAX

AT TW BN RT PM
A 13.54 14.16 11.21 8.03
D 2.47 3.36 3.30 3.61
G 2.47 3.62 2.85 3.45
PR 0.91 1.62 1.11 2.85
PT 1.82 1.85 2.57 0.92
SC 0.52 0.38 0.80 0.68
AV 0.13 0.05 0.03 0.16
AP 0.13 0.44 0.28 0.68
Judging by the table, it can be noted that differ significantly, all subsequent

there are certain changes in attribute
frequencies from one collection to another.
For instance, attribute A appears with a
frequency of 11.21 in the RT collection but
only 8.03 in PM. Attribute PR is relatively
rare in TW (0.91), while in other collections,
particularly in PM (2.85), it occurs more
frequently. A chi-square test of independence,
performed on the absolute frequency counts,
revealed a statistically significant difference
in the distribution of attribute types across the
four collections, ¥*(21, N = 2472) = 110.21, p
< 0.001. Post-hoc pairwise comparisons
showed that while the distributions between
the first two collections (TW and BN) did not

consecutive pairs (BN-RCH and RCH-
POEMS) exhibited significant differences (p
< 0.05 and p < 0.001, respectively).

To assess the degree of variation in the
frequencies of AT across collections, the
coefficient of variation was used, which is
expressed as:

V =2 x100%
M ]

where ¢ is the standard deviation and M is the
arithmetic mean.

The results of applying this coefficient
are presented in Table 2.

Table 2. Coefficients of variation for various attribute types
Tadmmua 2. Koadduimentsl Bapranuu Juist pa3InyHbIX TUIIOB aTpuOyTOB

A D G PR

PT SC AV AP

23.7 155 17.2 53.7

37.6 30.4 64.5 61.9

There are various approaches to
interpreting the magnitude of the coefficient,
which appear to largely depend on the subject
of analysis (Reed et al., 2002; Warner, 2008,
p.100-104). However, in any case, a value of
V < 20% can be considered an indicator of

low variability, while V < 33% suggests
moderate variation.

Judging by Table 2 data, the variability
in attribute frequencies across different
collections proves relatively minor. The most
stable patterns emerge in pronouns and
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genitives, which  maintain
consistent frequency.

Similarly low variation characterizes A
and, quite unexpectedly, SC, an infrequent
attribute  that typically shows greater
variability in other writers’ works.

The frequencies of extremely rare
attributes such as PR, AV, and AP show more
significant variation from one collection to
another. However, even for these, the
coefficient of variation is not as high as might
be expected.

The author’s stylistic preferences for
attribute  types demonstrate  exceptional
stability over time, revealing an attributive

remarkably

system of striking uniformity. A noteworthy
observation: when excluding the final
“American” collection, variability diminishes
for A, PR, PT and AP, while increasing for
other ATs (Table 3).

The data in Table 2 indicate that the
author's core attributive system is highly
stable. While the rarest attributes (PR, PT,
AV, AP) understandably show greater
dispersion, their degree of variation (37-65%)
is not as extreme as is commonly found in
linguistic corpora for features of such low
frequency. This suggests an underlying
uniformity in the author's stylistic choices,
even with regard to optional elements.

Table 3. Variability of attribute types excluding the final collection
Ta6auna 3. BapuatuBHOCTH TUIIOB aTprOyTOB 6€3 y4eTa mocyieaHero cOOpHUKa

A D G PR

PT SC AV AP

12.0 16.3 19.6 30.0

20.3 37.1 70.8 54.4

To more clearly determine the degree of
similarity (or difference) between attributive
patterns in the four collections, we can
employ Euclidean distance, calculated using
the formula:

d(p.a) =@ -p)"

where p and q represent the attributive
patterns being compared, p; and ¢; are the
frequencies of  specific attributes in
collections p and g. This metric provides a
quantitative measure of stylistic divergence,
with smaller values indicating greater
similarity in attribute usage across collections.

The Euclidean distance metric requires
variables measured in comparable units. In
this study, we analyze different types of the
same parameter (attributive constructions), all

of which vary within highly similar ranges.
Frequencies of attributive types (AT) across
collections are taken from Table 3.

The step-by-step computation process is
illustrated in Table 4:

1. Pairwise Differences: For each AT
type, we calculate frequency differences
between collection pairs (e.g., TW vs. BN;
Columns 2-4).

2. Squared Differences: These values
are squared to eliminate directionality
(Columns 5-7, upper section).

3. Aggregation:  The  squared
differences are summed for each collection
pair (Columns 5-7, lower section).

4. Distance Metric: The square root of
each sum vyields the Euclidean distance
between collections in the multidimensional
feature space (Columns 5-7, lower section).
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Table 4. Measuring Euclidean across between collections within the attribute type feature space
Ta6amua 4. Mzmepenue EBkinoBa paccTosSHUS MEXIy COOPHHKAMU B TPU3HAKOBOM

MIPOCTPAHCTBE THUIOB aTprUOyTOB

Xi —Yi (Xi — yi)?
TW-BN | BN-RT | RT-PM | TW-BN | BN-RT | RT-PM
1 2 3 4 5 6 7

A -0.62 2.96 3.18 0.39 8.75 10.10
D -0.89 0.07 -0.32 0.79 0.00 0.10
G -1.14 0.77 -0.61 1.31 0.60 0.37
PR -0.71 0.51 -1.74 0.50 0.26 3.03
PT -0.02 -0.72 1.64 0.00 0.52 2.70
SC 0.14 -0.41 0.12 0.02 0.17 0.01
AV 0.08 0.02 -0.13 0.01 0.00 0.02
AP -0.31 0.16 -0.40 0.09 0.03 0.16
Sum of squared differences 3.10 10.32 16.50
Distance (square root) 1.76 3.21 4.06

The distance between the first two
collections (TW and BN) is the smallest
observed, indicating their high degree of
similarity. The scale of divergence increases
significantly between BN and RT, reaching its
maximum between RT and PM. Notably, the
distance between the “American” collection
(PM) and the “Crimean” collection (TW) is
even greater (6.13).

To capture the distribution patterns of
AT, we employed an exponential function
plus one, as proposed in several studies
(Mistecky & Altmann, 2019; Kelih, 2024):

y=1+a*e™,

where a and b — parameters.

The coefficient a represents the
magnitude of the most frequent feature. Of
greater analytical interest is coefficient b,
which  serves as an individualized
characteristic reflecting the steepness of
decline between high-frequency and low-
frequency units. The goodness-of-fit is
evaluated using the r? coefficient, where
values approaching 1 indicate stronger
correspondence between modeled predictions
and empirical observations.

The distribution of attributive types
frequencies, ranked in descending order, was
fitted using the aforementioned function. The
fitting results are presented in Table 5.

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y ITPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



Hayuynblil pesyremam. Bonpocsl meopemuyeckoll u npukaadHoti aunzeucmuxu. T. 11, Ne3 2025 53
Research result. Theoretical and Applied Linguistics, 11 (3). 2025

Table 5. Fitting an exponential function plus one to the distribution of attributive types
Ta6auna 5. Annpokcumanus pacrpeaesieHusi arpuOyTUBHBIX TUIIOB C IIOMOIIBIO
HKCTIOHEHIIMATBHON (DYHKIIMHU TUTIOC OIUH

T™W BN RT PM
AT Obs | Exp AT Obs | Exp AT Obs | Exp AT Obs Exp
A 13.54 | 1351 A 14.16 | 14.03 A 11.21 | 11.05 A 8.03 7.85

O

D 247 | 2.88 G 3.62 | 453 D 3.30 | 417 3.61 | 445
G 247 | 1.28 D 3.36 | 1.96 G 2.85 | 2.00 G 345 | 2.74
PT 1.82 | 1.04 PT 1.85 | 1.26 PT 257 | 1.32 PR 2.85 1.88
PR 091 | 101 PR 1.62 | 1.07 PR 111 | 1.10 PT 0.92 1.44
SC | 052 | 1.00 | AP | 044 | 1.02 SC 0.80 | 1.03 SC 0.68 1.22
AV | 0.13 | 1.00 SC 038 | 1.01 | AP | 028 | 1.01 | AP 0.68 1.11
AP | 013 | 100 | AV | 005 | 1.00 | AV | 0.03 | 1.00 | AV 0.16 1.06

r’=0.97 r’=0.97 r’=0.95 r’=0.92
a=83.14 a=48.15 a=31.85 a=13.59
b=1.89 b=131 b=1.15 b =0.69
Figures 1-4 visually present the fitted The r? values range from 0.92 to 0.96 across
curves (exponential function +1) collections (see Table 5), indicating excellent
approximating the frequency distributions of goodness-of-fit for this function.

attributive types in each poetry collection.

Figures 1-4. Graphical representation of fitting frequency distribution of attributive types. Solid
lines show fitted exponential curves, dots represent observed frequencies
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HaCTOThI
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Figure 3. RT
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As shown in Table 5, parameter b (the
function's decay rate) exhibits cross-collection
variability and demonstrates a consistent
downward trend. The lowest value occurs in
PM (Figure 4), with gradual decline between
initial collections and a marked drop by PM.
Consistent with previous patterns, we observe
gradual progression across all collections,
with notably accelerated divergence in the
American corpus.

Attribute Inversion

The attributive system contains a
special aspect closely tied to authors’
individual characteristics — inversion. Along
with enjambment, syntactic inversion serves
as a primary method for modifying text
structure and shifting the informational focus
of utterances through deviation from syntactic
canons (Chen, 2003). This syntactic device is
unique in its capacity to alter text structure by
departing from canonical word order.

While Russian permits considerable
word order flexibility, empirical studies
reveal systematic constraints on attribute-
noun positioning Deviations from these
patterns, perceptible to native readers as
inversion,  acquire  stylistic  salience
(Gasparov, 2012). The markedness of
inverted structures creates a double stylistic
effect: high frequency establishes an

14

12

10

idiosyncratic pattern, while low predictability
enhances foregrounding (Chen, 2003; Shen,
2007).

In this study, we classify the following
cases (examples drawn from the collections)
as inversion:

Adjective in postposition (A-R), i.e.,

following the modified noun:

“mIaTOYKOM — MameT  U3yMpyoHwvim”’
(Waves a handkerchief emerald);
“0CcOOEHHBII MIPUBKYC aHUCoBLIU

(a distinctive aftertaste aniseed).

Determiner in postposition (D-R):

“He corpemy mpea My3010 meoel’”
(I will not sin before muse thine); “Ha
npecroyiax ceoux marepbix” (*upon grizzled
thrones their).

Genitive in preposition (G-L):

“Bok3anmoB mpuspaku’ (*of stations
ghosts);  “COHHBIX Mmbicreli W  YMbICI08
ceoaus” (of drowsy thoughts and schemes a
bawd".

Prepositional phrase in preposition

(PR-L):

“g OaTKaHCKON Hosewre BIUsSHBE (*IN
the Balkan tale an influence).

Quantitative analysis yielded data on
the frequency of inverted attributes. Figure 5
illustrates the percentage of inverted
constructions relative to all attribute types in
the texts.
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Figure 5. Histogram showing the distribution of inverted ATs as a percentage of total attributive

type
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First and foremost, what stands out is
the gradual decline in inversion frequency
across successive collections. A particularly
sharp drop occurs in the "American"
collection, where inversion rates are more
than twice as low compared to the first and
second collections (the Crimean and early

Berlin periods). That said, the late Berlin
period remains closer to its early phase
(26.13% in RT and 30.89% in BN) than to the
American period, which records only 15%
inversions. The distribution of inversions by
individual attribute types is shown in Table 6.

Table 6. Proportion of inverted attribute types (expressed as percentages relative to all attributes in

the collection)

Tadmuua 6. Jlonss WHBEPTHPOBAHHBIX aTpHOYTHUBHBIX THIIOB B TPOIEHTAaX K OOIIEMYy YHCITY

arpuOyTOB B JAHHOM COOpHUKE

i Types of Inverted Attributes (%)
Collections
A-R D-R G-L PR-L
TW 26.17 2.01 3.36 0.67
BN 24.13 451 1.47 0.79
RT 20.49 4.14 1.13 0.38
PM 11.63 2.68 0.45 0.22

All AT types except PM exhibit a

significant decrease in inversion frequency
within the final (“American”) collection.

Gasparov’s (2012) research established that

adjective inversion in attributive position
occurs at a rate of 25-26% in canonical
Russian poetry. While the TW and BN
collections align with these norms, the latter
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two diverge significantly, with PM dropping
below the boundary of this range.

Analysis of adjectival attributes
distribution reveals progressive strengthening
of canonical adjective positioning across
collections, evidenced by the growing ratio of
non-inverted to inverted forms:

« TW: 1.7 : 1 ratio (indicating a relative
balance with a slight preference for canonical
position).

« BN: 1.6 : 1 ratio (near-identical
distribution, maintaining the balance).

* RT: 2 : 1 ratio (marking an emerging
normative preference for the canonical
structure).

« PM: 2.8 : 1 ratio (demonstrating a
strong canonical bias).

This demonstrates a 64.7% increase in
standard word order preference from TW to
PM.

The pronounced reduction of inversions
in the American collection may manifest
Nabokov’s stylistic shift toward English-
influenced syntactic norms. This trajectory
culminates in his English verse (e.g., Pale
Fire), where inversion frequency drops to
merely 3% of attributive constructions
(predominantly adjective inversions). These
quantitative patterns position inversion as a
sensitive metric for cross-linguistic poetic
adaptation, as evidenced by comparative
analysis of Keats’ The Eve of St. Agnes and its

Tam B 1oMe ¢ padyawcroti BepaHao1o,
C 0epe3oii y ogepet,

B XajiaTe cTapoM MpOoBaJIaH/Ial0
OCTaTOK 7KHU3HM cell.

(“The Pilgrim”)

The prepositional phrase “c Bepanmor”
(with a veranda) modifies “mom” (house),
while is modified itself by the adjective
“pamyxHoit” (rainbow-colored). Similarly, “c
oepesoir” (with a birch) modifies “mom”
(house), its own modifier being another
prepositional phrase “y naBepeir” (by the
doors). The genitive ‘“xu3uu” (of life)
modifies “ocrarox” (remainder), being

Russian translations. In their Russian
translations of this poem, S. Sukharev, E.
Vitkovsky and T. Klado meticulously
preserve most of the original's syntactic
features, yet their use of inversion differs
significantly:

Keats’s original: 9.5% A inversions

Translations:

Vitkovsky: 19%

Klado: 23%

Sukharev: 27%

The systematic growth of inversion
frequencies in translation — despite otherwise
faithful syntactic preservation — underscores
Russian poetic conventions’ gravitational

pull.

Attributes with dual syntactic roles

The attributive system’s evolution in
our study further involves “polyfunctional”
attributes — substantive units serving dual
modifier-modified roles -  performing
modification ~ while  retaining  nominal
properties and thus revealing new dimensions
of stylistic change (an alternative approach to
polyfunctionality is given in Wang et al.
(2021).

The following excerpt contains three
instances of syntactic embedding (a cascade
of attributive relationships), marked in bold.
Definitions referring to these polyfunctional
attributes are indicated in italics:

There in the house with a rainbow-colored veranda,
with a birch at the doors,

in an old robe will idly spend

the remainder of this life.

modified by the demonstrative pronoun “ceii”
(this).

The use of polyfunctional attributes
introduces significant descriptive complexity
by adding multidimensional layers to
syntactic and semantic relations. This layering
of syntactic functions contributes to the
textural density of Nabokov’s verse, allowing
compact semantic packing while maintaining

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y ITPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



Hayuynblil pesyremam. Bonpocsl meopemuyeckoll u npukaadHoti aunzeucmuxu. T. 11, Ne3 2025
Research result. Theoretical and Applied Linguistics, 11 (3). 2025

grammatical coherence. The aforementioned
phrase “psiapl muaoBbIx Kuprnuueit” (The rows
of purple bricks) creates a semantic cascade:
the bricks’ purple hue implicitly colors the
entire row structure, demonstrating how
syntax mirrors perceptual layering.

Nabokov’s works exhibit distinct
categories of polyfunctional attributes, which
operate simultaneously as both modifiers and
modified elements  within nominal
constructions. Primary types include:

Genitive (G-PF): CoxHyT YMHHO psbl
qaunosvix kupmmdei (The rows of purple
bricks dry demurely). The noun “bricks” (G-
PF) modifies the word “rows”, and at the
same time is modified by the adjective
“aunosvix” (purple). A similar example is
“mym muxou poaunbl moeu” (the sound of
my quiet homeland), in which “pomuna”
performs two functions: “mym — poauHb”
(the sound of homeland”) — Modifier, and

“pommusbl — THXOM + Moeit” (homeland — quiet
+ my) — Head.

Prepositional phrase (PR-PF): U
KEHIMHA Yy Kpyernoco ¢oumana (And a
woman beside the circular fountain). “V
¢onmana” — attribute (PR — prepositional
phrase), is modified by the adjective
“kpymibiii” (circular).

Apposition (AP-PF): Msl Oyznem criatb,
munymuvie noamot. (We'll sleep, we poets of
the minute). The noun “moater” (poets)
functions as an appositive to the pronoun
“mbr”, while being modified by the attributive
“munyTtHbie” (of the minute) — a syntactic
doubling that merges identification and
qualification.

The quantitative analysis of these
polyfunctional attributes yielded the results
presented in Table 7 with corresponding
graphic  representation in  Figure 6.
Frequencies were normalized relative to the
total number of nominal attributive types.

Table 7. Frequency distribution of polyfunctional attributes
Tadaumua 7. Pactipenenenue 4actot moimyHKINOHAIBHBIX aTpUOYTOB

Relative to the total
COopHHK AP-PF G-PF PR-PF TOTAL number of nominal
attributive types (%)
TW 0 1.17 0.65 1.82 51.85
BN 0.28 2.08 1.00 3.36 59.28
RT 0.21 1.01 0.45 1.67 37.50
PM 0.40 1.57 1.36 3.33 48.28
As evidenced by the dataset, Collection 1 to Collection 2, declines in

polyfunctional unit distribution follows an
alternating pattern: frequency increases from

Collection 3, and rises again in Collection 4.
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Figure 6. Distribution of polyfunctional AT frequencies across four collections
Pucynoxk 6. Pacnipenenenre monudyHKIIMOHATBHBIX aTpUOYTHBHBIX THIIOB B YETHIPEX COOPHUKAX
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Structural complexity peaks in the final linguistic  transition. The  pronounced

collection  while  remaining  equally
pronounced in BN (marking the onset of the
‘Berlin period’). Following this phase, the
author  deliberately  attenuates  such
complexity, only to later revisit the
experimental approach characteristic of the
first Berlin-period collection.

Discussion

The quantitative analysis of attributive
patterns reveals a complex picture of stylistic
evolution in Nabokov's poetry, characterized
by both stability and gradual change. Our
findings demonstrate that while the core
inventory of attribute types remained
remarkably stable, their configuration and the
use of specific stylistic devices like inversion
underwent significant transformation.

These findings align with Dolinin’s
(2004) observations regarding Nabokov’s
prose, where changes in the composition of
his novels became noticeable by 1929, prior
to his American emigration. This parallel
suggests the existence of a deep stylistic shift
affecting Nabokov’s poetry, which began in
the late Berlin period rather than being
triggered solely by his geographic and

reduction of inversions, commencing in the
late Berlin collection (RT) and intensifying
dramatically in the American collection (PM),
supports this hypothesis. This trend likely
reflects a confluence of two factors: the long-
term internal evolution of Nabokov's style
toward a more canonical syntactic structure
and the accelerating influence of English
linguistic norms after his emigration. The fact
that the decline began before 1940 indicates
that the emigration acted as a catalyst for an
existing process rather than its sole cause.

The oscillating dynamics observed in
the use of polyfunctional attributes further
corroborate the notion of Nabokov’s style as a
dynamic system. The peak of complexity in
the early Berlin collection (BN), followed by
a decline and a subsequent resurgence in the
American period (PM). Thus, the evolution of
Nabokov’s poetic style emerges not as a
series of abrupt ruptures but as a continuous
process of adaptation and recalibration.
External factors like country of residence and
linguistic environment quantitatively
modulated the pace and scope of these
changes.
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Conclusion

This study has undertaken a quantitative
analysis of attributive patterns across four
collections of Vladimir Nabokov’s Russian-
language poetry, spanning his major creative
periods.

The structure of attributive types in
Nabokov’s poetry demonstrates a high degree
of stability in the frequency of individual
attribute types (AT), indicating a consistent
structural framework throughout his career.

Multivariate analysis, however, reveals
gradual stylistic divergence. While the early
collections (TW and BN) are highly similar, a
process of differentiation begins in the late
Berlin period (RT) and culminates in a very
different profile of the American collection
(PM).

The analysis of inversion shows a
progressive decline that began in the late
Berlin period and sharpened dramatically in
the American collection.

The distribution of polyfunctional
attributes exhibits a non-linear, oscillating
pattern, suggesting a complex process of
compensatory adaptation within the author’s
stylistic system.

Nabokov’s stylistic evolution in poetry
resulted from a prolonged and intensifying
internal developmental process rather than an
abrupt transformation caused by his
emigration. While his transition to an English-
language environment accelerated certain pre-
existing trends, it did not alter their
fundamental trajectory. The poet’s attributive
system avoided radical  restructuring,
exhibiting instead a pattern of gradual
evolution.

The prospects for further research
include a cross-genre analysis of attributive
constructions in Nabokov’s prose and poetry,
a contrastive analysis of his Russian and
English-language poetic systems, and a
comparative study with other poets who
influenced his work.
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AHHOTanu"A. B 1pencTaBneHHOM HCCIENOBAHUU OCYILECTBIEH KOPIYCHBIA H
napaMeTpuueckuii aHaiu3 785 HauMEHOBaHUM peQepeHTOB KyJIbTYPHOTO KoJa
Poccun B Tekcrax 30 yueOHMKOB IO PYCCKOMY SI3BIKY, JIMTEpAType U UCTOPUU JAJIS
yuamuxes 5 — 9 knaccoB P®. O6muit 06bemM Kopiyca MCCIEIOBaHUS MPEBHIIAET
1.5 muH. cnoBoynoTpebneHuii. B kauecTBe HCTOYHMKOB HAUMEHOBAHUN pedepeHTOB
KyJpTypHOrOo  Koja Poccum — HMcnonp30Banuch — BaJIMIUPOBAaHHBIE  JIaHHBIE
JUHTBUCTUYECKUX, KYJIBTYPOJOTHYECKUX M COLMOJIOTUYECKUX HCCIEAOBaHUM.
Crucok knaccuduuuposat no 13 temarnueckum rpynnam: Mcropus, ['ocynapctso u
comuanbHOe ycTpoucTBo, Jluteparypa, I'eorpadus, Penurus TpaguimoHHbIi OBIT,
ITpupona, Hayka, Pycckuii 51361k, MckyccrBo, ITocnoBuiel u norosopku, Kanennaps
U Mpa3AHUKY, EquHuIbl n3MepeHus. AHaJIU3 BBISIBUII CHCTEMHOCTb M TEMAaTHYECKYIO
TOMOT€HHOCTh 3a()MKCHPOBAHHOTO B TEKCTaX YYE€OHMKOB KyJIbTYpHOIO KOJa:
B KaXIOW M3 IMPEIMETHBIX KOJUIEKIMH y4eOHUKOB HauOoliee penpe3eHTaTUBHBIMU
ABIAIOTCA TeMmarnueckue rpynnbl «Mcropus», «MckycctBo», «JIuteparypa» wu
«l'eorpadus (mpoctpancTBo)». OOmas 1075 HAUMEHOBAHUN OOBEKTOB POCCUHCKOM
KyJBTYpBl B y4eOHBIX TEKCTaX BapbHpyeTcs B nuana3one ot 1.8 % mo 5.04% rtekcra
(B crmoBOynoTpeOIeHUsIX): MUHUMaJIbHOE KOJIMYECTBO BXOXKJIEHUH 3a(MKCHpOBaHa B
yu4eOHHMKAaX TI0 pYCCKOMY SI3bIKY, MAaKCHMaJlbHble€ 3Ha4€HUs — B Yy4YeOHHKax
auteparypbl. YacTOTHOCT, HaMMEHOBaHUN pedepeHTOB  KyJABTYpPHOTO  KoJa
B y4eOHHMKax pacTeT oT 5 K 9 Kiaccy 3a cueT NMPEeUMYIIECTBEHHOTO YBEIMYCHHS B
rpymnmax «Mcropus», «Jluteparypa», «l'ocynapcTBeHHOE yCTpOUCTBO». BhIsABIEHHBIE
AMIMPUYECKUE aHHble U auana3oHsl mioTHocTh HPKK MoryT ncnone3oBarsest i
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COBEPILICHCTBOBAHMS aJTOPUTMOB aBTOMAaTU3MPOBAHHOW OIICHKH SI3bIKa Y4E€OHOTO
TEKCTa U MOZCJIMPOBAHUS A3bIKOBOM KaPTHHBI MUPA B TEKCTAX Pa3JIMUHBIX KaHPOB.
KiawueBble cJI0Ba: KyJIbTypHBIH KOJA, Y4Y€OHBIM JUCKYypC, KOPIYCHBIH |
napamMeTpU4eCKUi OIX0/1bl, CACTEMHOCTh, TOMOT€HHOCTh, Y4aCTOTHOCTh
Nudopmanus 00 mcrouHukax (puHaHcMpoBaHMsA WJM rpanrtax: lccienoBanue
nonnepkano PH® wu BeIMoOMHEHO B pamKax BBIMONHEHHS rpaHTa 24-28-01355
«KaHpOBO-IMCKYpCUBHBIC XapAaKTEPUCTHKH TEKCTa KaK (YHKIUS JIEKCHYECKOTO
JIMAna30Hay.
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Abstract. The study presents a corpus and parametric analysis of 785 nominations of
Russian cultural code referents in academic discourse. The dataset amounting
1.5 min. tokens comprises a collection of 30 textbooks used in the 5™ - 9" grades of
general secondary schools in Russia to teach Russian, Literature and History. The
nominations of cultural code referents were sourced from validated linguistic,
cultural and sociological studies, and were classified into thirteen thematic groups,
including: History, State and Social Structures, Literature, Geography, Religion,
Traditional Life, Nature, Science, Russian Language, Art, Proverbs and Sayings,
Calendar and Holidays, Units of Measurement. The research revealed systematicity
and thematic homogeneity of the cultural code nominations employed in the
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textbooks: the most representative in each of the grade collections are the following
thematic groups: “History”, “Art”, “Literature” and “Geography (space)”. The share
of nominations of Russian cultural code referents in textbooks varies from 1.8% to
5.04% (in tokens): the smallest number of instances is registered in the textbooks of
Russian, the highest — in Literature textbooks. The frequency of Russian cultural
code referents nomination increases across grades predominantly due to the growth
in groups “History”, “Literature”, and “State structures”. The revealed empirical data
and ranges of the NRCC frequency can be used to improve algorithms for automated
assessment of the language of educational texts and modeling linguistic worldview in
texts of various genres.

Key words: Cultural code; Academic discourse; Corpus and Parametric approaches,
Consistency; Homogeneity; Frequency
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BBenenne
KynsrypHblli  KOA ~ Kak  pe3ynbrar
«1peoOpa3oBaHusl A3bIKOBOM KOMIIETEHIMH B

KYJBTYPHYIO oTpakact crenuduky
HUHTEPIpETAIN HapOJIOM OTACIBHBIX
pedepeHToB, T.c. 0OBEKTOB, COOBITHIH, U AaT
(Tenus, 1996: 227). 3HaYUMOCTh
KyJbTYpHOTO  KOJa  COCTOMT B  €r0
CIOCOOHOCTH o0ecrnednBaTh 3THOC

3aKOIMPOBaHHOM B HeM wuHpopManueit o
BHYTPEHHUX M BHEUIHMX JJIs  JIaHHOM
KylIbTyphl o0bekTax (D’Andrade 1984, 88-
89). «Bbicmas CTyNMeHb CEMHOTHYECKOTO
OCBOCHUS PEATbHOCTH» 3THOCOM peain3yeTcs

OpU  TpEeBpalleHWd 3Haka B CHMBOI,
prodpeTarolemM «TIpsIMOE,
smOeMaTnyeckoe u aJIJIETOPUYECKOe

ocmbicienne nHpopmauumn» (Kapacuk, 2013:
15). Hanpumep, Ilywikun Kak CUMBOJ PYCCKOM
MIOA3HUH, XambviHb — CAMBOJI BEYHOW NAMATH U

CKOpOU.

VYyensle MIOAYEPKUBAIOT
MHOTO3TalHOCTh  (POPMHUPOBAHUS  CHCTEMBI
KyJbTYPHBIX KOJOB «KaK COBOKYITHOCTH

3HAKOB U UX KOMOHMHAIMi BHYTPH UCTOPHKO-
KyIbTypHOrO Iepuojga <...> B IIpoLecce
ocBoeHHs  dyenmoBekoM  mupa»  (I'ynkos,
Kosmosa, 2007: 9). Mcropuueckuii xapakrep
KYJIBTYPHOTO KOJla TaK)Xe MPOSIBISIETCS B €ro
CIOCOOHOCTU HW3MEHSTHCA I0J BIHUSHUEM

BHEIIHUX (aKTOpOB. THUMHYHBIM MPUMEPOM
TaKOro poAa HM3MEHEHUM MOXKET CIIYKUTh
OTHOIIIEHHWE HOCUTEJEH f3bIKa U KYIBTYpPhI K
pany pedepentoB (cm. Tummn, 2019 006
opoe). B mepenoMHbIie i 3THOCA TEPHOIBI
0Cco0yt0 3HAYUMOCTD nproOperaet
«MHTEpHpeTaTUBHASL YCTOWYHBOCTD
[KynBTypHOTO KO#a — 6Ccmaska aemopog] B
MPOCTPAHCTBEHHO-BPEMEHHOM KOHTHHYYME»
(Cumbupuesa, 2016: 161), ucnonszyemas
HOCHUTENSIMUA KYJIBTYphl TIPU OILIEHKE BHOBB
TOSBUBIIUXCSA OOBCKTOB M  COOBITHH B
Ka4ecTBe CBOEOOPa3HOM «CHCTEMBI
KoopauHaT». IMEHHO MO3TOMY aKTyalbHOCTh
M3Y4YEHUsl KYJIBTYpPHOTO KO/Ja U €ro CpPEelCTB
BBIPDQXXEHHSI OCOOCHHO BO3pAcTaeT B CBETE
MPOJOJDKAOIIMXCS M3MeHeHul B Poccun,
COTIPOBOXKIAFOIIIMXCS Tpanchopmaruein
LIEHHOCTEeH pOCCUICKOro 00IIecTBa U MHpa B
neinom  (Tpybwna, MupkymmHa, 2022,
[MamanoBcka, bnaroeBuu, 2021). VYuenwie
MUAITYT O HEOOXOMUMOCTH  «BBIPAOOTKH
PoccuiickuM TOCYymapcTBOM M OOIIECTBOM
HOBBIX 3allUTHBIX MEXaHU3MOB B BHUIE
CHUCTEMBI IIEHHOCTHBIX OpPUEHTHUPOB,
OTBEYAIOIIUX BHI30BAM BPEMEHH B peajusix
TEOTMOTUTHIECKOTO MIPOTUBOCTOSTHUS
(Crenenko, 2024: 208), xorma Poccus
CTPEMHUTCSI HE TOJIBKO COXpaHsATh, HO W
pa3BHUBaTh MHOT'OBEKOBOE KYJIBTypHOE
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HacJleue, a IEPEOCMBICIECHUE IPOLUIOr0 U
HACTOSALIETO pacLcHUBaeTCA Kak
HEOOXO0IMMOE YCJIOBHE BBIXOIA M3 KPHU3HCA.
Onnako (eHOMeH KynbTypHOro koxa Poccun,
AKTUBHO M3Y4YaBIIUWCA POCCUHCKUMHU U
3apyOeXHBIMH UCCIIEIOBATENIAMH, JIO CUX I1Op
COXpaHsET PsIi MCCIIENOBATENbCKUX Hull. B
4acTHOCTH, MaJIOU3y4E€HHON ocTaercs
npobjeMa TpPaHCISAIUU KyJIBTYpPHOTO KOjia B
y4yeOHOW JsTeparype. HeMHorodmcieHHbie
UCCIIEIOBAHUS B JTaHHOU oOnacru,
olyOJIMKOBaHHBIE B paMKaX COBPEMEHHOH
Hay4YHOM IapaJurMbl, UCIIOJIB3YIOT B KAUECTBE
Mmarepuaia Ju00 TEKCThl Ul M3YyYaroLIUX
pycckuii kak uHocTpaHHbId (manee PKN),
100 TEKCThl 00s3aTeNbHON M BHEKJIACCHOU

JIUTEPATyPhl I E IIKOJIbHUKOB, T.C.
XyJ10’K€CTBEHHBIX MIPOU3BEACHUN (cm.
Benunaena, 2021; Xynoneu, 2014).
Kynbrypnsiii KOJT y4eOHUKOB JUTSt
PYCCKOSI3bIYHBIX IIKOJIBHUKOB PP, HACKOJIBKO
HaM U3BECTHO, n3yyaics BECbMa
CIIOpPaINYECKH, pu TOM aBTOPBI

HEMHOTOUMCIICHHBIX ~ CTareii B  JaHHOMW
o0acTH  yKa3bIBAalOT Ha O0COOyI0  poOJb
yuyeOHUKa B  TPAHCISIHMU  KyJIBTYPHBIX
[EHHOCTEH (cm. Apucrosa, 2022).
CIlOXKHOCTP W aKTYalbHOCTh  M3yUYCHHUS
KYyJIBTYPHOTO KOZIa COBpeMeHHoW Poccumn
OTpeeIAeTcs TaKxke MHOTroo0Opa3uemMm
croco0oB ero peanu3anuu u
HEOJIHO3HAYHOCThI0 UCTOPUYECKUX TPAAULIUI
BHYTPU CaMOro y4yeOHOro guckypca (cm.
Hyatt, Simons, 1999). Takum o006pa3om,
HeJbl0  TPEJICTABICHHOTO  HCCIIEIOBAaHUS
SIBJISIETCSI BBISIBIICHHE CIEHU(UKH CIIEKTpa M

IUIOTHOCTU HauMEHOBaHUI 00BEKTOB
KyJIBTYPHOTO KOZla B COBPEMEHHOM Yy4eOHOM
nuckypcee PO.

HccaegoBarenbCKuMH BOIIpOCaMU
SIBJISIFOTCSI CIICTYIOIIINE:

1. Kakos Jara3od TIIOTHOCTH

HOMHHAIUN pedepeHTOB KYIbTYPHOTO KOJIa B
COBPEMEHHOM y4eOHOM TUCKypce?

2. IlpucyTCTBYIOT 1M  pa3iuuus B
CTETIEHH «KYJIBTYPOHOCHOCTH» y4eOHHUKOB
collMaJIbHO-TYMaHUTapHoro 6moka: Mcropus,
Pycckuit s3p1k, JIuTeparypa?

O030p JuTEpaTypHI

Kynomypruwiii ko0 kax 0bvekm Hayku

[lonATHe  «KyJIBTYpHBIM  KOA», Ha
KOTOPOM B IOCJIeIHEE BpeMsi C(POKYCHPOBAHO
BHUMAaHUE pslia YUEHBIX, SIBJIIETCA IO CBOEU
CYyTH BeCbMa MHOTOTPaHHBIM ¢eHOoMeHOM. B
¢unocoun Koabl KYIBTYpbl TPAKTYIOTCS Kak
O00BEKTHI, CIIOCOOHBIE YIPABISATH «E€ SI3BIKOM,
e€ cxemamu BocmpusATus, e€ oOMeHamu, e
(hopMamu BbIpaXKEHUS U BOCIIPOU3BENICHUS, €€
LIEHHOCTSIMH, uepapxuei e€ npaktuk» (Pyxo,
1977: 37). B comumonoruu KyJabTypHBIH KOJ

(manee KK) onpeensieTcs KaK
yIOPSIIOYCHHAS cucrema MapKepoB,
JIEMOHCTPUPYIOLIUX IIPUHAIIE)KHOCTD

S3BIKOBOM ~ JTMYHOCTH WJIM  COollMyMa K
onpenaeneHHol kynprype (Hukonaituyk u ap.,
2023: 50), cBO€OOpa3HBI  «TCHOTHUID»,
OTIPEAEISAIONUI MHOr0OOpasue KyJabTypbl U
CHOCOOHBIH  «co3/aBaTh  Mperpaabl Ui
B3aUMOICHCTBUS MEXTY Pa3IMIHBIMH
uumBunu3anusamMm»  (Crapoctun, 2017: 1).
CnocoOHOCTh KK JIMMUHUPOBATH
KOMMYHUKAIMIO, B TOM 4YHCIE YacCTUYHO, B
KOHTEKCTE COBPEMEHHOTO TIOJIOKEHUS
oOmiecTBa  UMEET  BBICOKYIO  CTENEHb
3HauuMocTtu. Haubonee yacto k monsituto KK

oOpararorcs KYJBTYpOJIOTH,
paccMarpuBarolIfe «KyJbTYpHbIE KOIbI Kak
BTOpPUYHBIE 3HAKOBBIE CUCTEMBI,

WCTIONB3YIONINE  pa3Hble  CpencTBa  JUIst
KOJIUPOBAHUSl COAEpX aHUSA, CBOJUMOIO K
kaptuie wMupa» (Tomcras, 2007: 24).
OOBEKTUBUPYSACH B PA3TUYHBIX 00IACTAX
nercrButenbHocTH, KK mocrymen  mis
BOCTIpUATHS OpraHaMu YyBCTB: B MeW3axax,
SBIIEHUSIX  nOpupoasl,  ¢ayHe,  ¢uope,
apredakrax (X035 CTBEHHOM yTBapH,
OpYIUSIX TPYHa, OPYKUU, TPEIMETAX OIEHKIbI,
JKUJTAINAX, KapTHHAX, KMHO(DUIIbMAX,
00BEKTaxX AapXUTEKTYpPbhl, XYIAOKECTBEHHBIX
MPOUW3BEEHUAX W T. J.), B JICHCTBUSX,
accolMalusax, CTePEOTUIax, MOBEIECHUYECKUX
HOPMaXx, PEUEBBIX XapaKTEPUCTHUKAX, a TAKKE
B seike (Jro6aBunH, 2002, CaBUUKHA,
lammmos,  2005). Tummunoit  cdepoit
peamm3aruun KK gBnsitoress  cakpaibHBIe
TEKCTHI, MeTadopsl, apeMHuH u
(hpa3eonoru3Mel, MOCKOIBKY HaHHBIE (HOPMBI
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o0naaaoT BBICOKOI CTETICHBIO
CHMBOJIMYHOCTH, OTpaXkas HaI[MOHAIBHYIO
cneunpuky guckypca (Kosmoma, 2016,
Tenus, 1999).

CoBpeMeHHas JUHTBUCTUYECKAS
napagurmMa TpaKTyeT KyJIbTYPHBIM KOJ Kak
«SI3BIKOBBIC MapKephbl HallMOHAJIBHO-

KyJbTYpPHOTO CO3HAHUS», BKIIIOYCHHBIC HE
TOJBKO B JIGHOTaTMBHO-KOHHOTATHUBHYIO
CTPYKTYPY SI3BIKOBOTO 3HAKa, HO B CTPYKTYpPY
A3bIKa M €T0 €IWHUI] B BHJE NPOMO3UIUIN U
(OHOBBIX 3HAHWUH OSTHOJIHMHIBOKYJIBTYPHOTO
CO3HaHMs s3bIKOBOM JuHOCTW» (IIpuBanosa,
2004: 94)!. OtnensHO OnMMCcaH B COBPEMEHHOM
JMHTBUCTUYECKOW  JIUTEeparype  OOpa3HbIi
XapakTep KyJIbTYpHOTO KOJa, B OCHOBE
KOTOpOTO  JIeKaT  KYJABTYpHBIE  peaiiu
(CaBunkuii, T'amumos, 2005). Dkcreprsl
ykasbiBatoT Ha criocoOHocts KK BeIcTynars B
Ka4eCTBE «TaKCOHOMHYECKOro cyOcTpara ee
[KynbTypBl — 6cmaska asmopog] TeKCTOB. DTOT
cyOCTpar MpeicTaBiIseT coOOH COBOKYITHOCTh
OKYJIBTYPEHHBIX TPEICTAaBICHUH O KapTHHE
MHpa TOTO WJIA UHOTO COIIMyMa — O BXOJISIINX
B HEEe MPHUPOOHBIX OOBEKTaX, apredaxrax,
SIBJICHUSIX, BBIJICISIEMBIX B HEH NICHCTBUSAX H
COOBITHSIX, MEHTO(AKTaX M MPUCYIIHX STUM
CYIIHOCTSIM MX IPOCTPAHCTBEHHO-BPEMEHHBIX
W Ka4eCTBEHHO-KOINYECTBEHHBIX
m3mepenusax» (Temus, 1999: 20).

Oco00 ykaxeM Ha <«OMIUPUYHOCTHY
KyJbTYpHOTO KO/a, T.€. €ro CIOCOOHOCTh
UCTIONB30BaTbCsl B~ KAa4eCTBE  OCHOBBI
IIPOTHO3UPOBAHUS u HOPMHPOBaHUS
MOBEJICHUS WHIMBUAyyMa WJIH COLMAIBHBIX
Ipymi, a Takke (OPMHUPOBAHUS CHUCTEM
KyJBTYPHBIX ~KOJIOB: OT TIOOANBHBIX 0
uHuBHIyanbHbIX (Hukomaituyk u ap., 2024).

Bcemu Hay4YHBIMU IKOJIAMH
NPU3HAETCSl HaJIM4Yue BHYTPEHHUX CBS3EH,
o0benuusronmx 3Haku KK, T.e. cHCTEMHOCTH
wi kxorepeHtocth (Rapaille, 2006: 10-11,
22). Snpo TaHHOU CUCTEMBI
KOHBEHITMOHAIIEHO, MTOCKOJIBKY OHO

! HOH npono3ugussMy  Mpu  O3TOM  [MOHUMACTCHA

«OTpaXKAIOLIMEe HEKHE OHTOJNIOTMYECKH CYIECTBYOIINE
OTHOLICHHS MEXIY IPESAMETaMH WITH [IPEIMETOM U €ro
CBOICTBOM M OCMBICJICHHbIE KaK TAaKOBBIE B TOJIOBE
yenoBekay» ([IpuBanosa, 2004: 96).

TPOYUTHIBACTCS HOCHUTEISIMU SI3bIKA
oJMHaKoBo. Hanpumep, saepHbIMH U IIO3TOMY
OJTHO3HAYHBIMU  JIJII  POCCHUSIH  SIBJISIIOTCA
Anexcandp  Hesckuii, xoxaoma, Unos
Mypomey. llpy 53TOM [UI1 KOIAUPOBAHUSA
OJHOTO U TOTO K€ COHCpPXKAHUS MOXKET
WCIONIL30BAThCSl IMUPOKUI CHEKTp GopM U
cpenctB. Hampumep, mocuna neussecmuozo
conoama,  MUMyma  MOIYAHUA,  NUCOMO-
mpeyeonvHuk, leopauesckas nenma, Beunvit
020Hb, Oenvle HCYypasiu KaKk CUMBOJIBI TAMSATH
o maBmmx (cm.  BareipmuH,  2025).
['eTeporeHHOCTH, CBOMCTBEHHAS KYJIBTYPHOMY
kony Poccum  kak = MOMMATHUYECKOMY
rOCylapcTBy, OOBEKTHBHpPOBaHA B  €T0
CUCTEME peruoHajJbHBIMU OOBbeKkTamMu (cp.
oawnsa Crorombuke Ui TaTapCTaHIEB, CM.
lFanumymnuna, Famumymiad, 2022).
EnnnctBo B3msiaoB yueHnsix Ha KK kak
cUCTeMy OOBEKTUBUPYETCSI B MHOXKECTBE
KjIaccupuKaluii €ro €IWHUL, B OCHOBY
KOTOPBIX  TOJIOXKEHBl  MPEUMYIECTBEHHO
dopmer  m cpenctBa peamusanun KK
Hanpumep, H.U. Toncroit pazmenser KK nHa

TpU  TIpymnmnbl  OOBEKTOB:  «BepOaJbHbBIE
(cioBecHbIC — CJIOBA), peaabHbIe
(mpeameTHblE — NOpPEAMETHI, BEUIM) W

aKIMOHaJbHbIE (JIeHICTBEHHBIE — AECUCTBUS)»
(1995: 23). M.B. IlumenoBa BBIACISCT
«TIPUPOJHBIN, PACTUTENbHBIN, 300MOP(HBIH,
MEepPLENTUBHbIN, COMaTHYECKHH,
aHTPONIOMOP(HBIN, NPEIMETHBIN, MNHILIEBOH,
METEOPOJIOTUYECKHU, XUMHYCCKHI,
LIBETOBOM, MPOCTPAHCTBEHHBINA, BPEMEHHOM,
JYXOBHBIM, TeoMop¢HBbI (00KeCTBEHHBIN),
rajaHTEeperHbld, UTPOBOM, MATEMATHUYECKHM,
MEUITTHCKHH, MY3bIKaJIbHBIN,
STHOTpa(UUECKHi, JKOJIOTUYECKHUH,
SKOHOMHMYECKHI» KylnbTypHble Koubl (2007:
80). OgpHoit wu3 Haubojee NPU3HAHHBIX
Kyaccupukauuii 00bEKTOB KYJIBTYPHOTO KOJa
apnsieTcss kinaccudukanus B.B. Kpachbix, B
COCTaB€  KOTOPOM  YYEHBIM  BBIJCISAET
COMATUYECKUH, IIPOCTPAHCTBEHHBIM,
BPEMEHHOW, TpeIMeTHbIH, OuoMopdHBIii,
JTyXOBHBII KK (2002: 233). B
JInunreocTpanoseyeckom ciosape «Poccusa»
(2007) O0BEKTBl  KYJIBTYPHOTO  Koja
KJ1acCu(UIIMPOBaHbI o CIIEIYOLUM
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KareropusMm: reorpadus (Anrtaii, Bomnra,
TyHapa, Cubups, MockBa u nap.). Ucropus
(Benmukas OreuectBennass Boiina, Iletp I,
Kupunn u Medonuii, Kpemenue Pycu u np.),
uckyccrBo (marpéuka, lananun, Spmurax,
Mapuunka, lenkyHuuk u ap.), n1ureparypa
(dsans Créma, O6momon, Ilymkua A. C.,
Hesnaiika, Toncroit JI.LH. u ap.), donbkiop
(baba fra, 3wmeit Topeabiy, Jlen Mopos,
Kukumopa, Caerypouka u 1mp.), ¢uopa u
¢dayna (MenBensp, nryka, 0epésa, KaauHa, XpeH
U 7Ap.), HayKa W 00pa3oBaHHe (KUPUIUIHIIA,
JlomonocoB, MenaeneeB, [lanp, a30yka,
OykBapb M Jp.), OOIIECTBO U TOCYAapCTBO
(6apun, neopsiuuH, CHI, Coset u np.), ObIT
(Oans1, u30a, meub, BaJCHKH, BOJKA, IIyOa H
ap.), npasaHuku U tpaauuuu (MBan Kymnana,
HoBpiii ron, macneHuna, KpemieHue u 1ap.).
Takum oOpaszom, B coBpeMeHHOW Hayke KK
TpakTyeTcs Kak cBoeoOpa3Has Marpulia,
o0ecrneunBaroIas CHHTE3 3HAHHH,
KOODIMHAIIMIO TIOMCKA W UHTETPaluio
pa3nuyHbIX Teopuil u QaxtoB o mmpe. KK
€CTh BCEOOBEMIIIOIIMIA M H3MEHSIOLIHUIICS,
KOHKPETHBIM, TPaHCIUPYEMBbIH, OYEBUIHBIM,
MOHATHBIN, 000PSIEMbIH, HO MIPU ATOM BCEraa
OCO3HABAEMbIIl  HOCHUTEISIMU denomen,
COXpaHSIOMUNA 3MeMEHT(bI) CKPBITHOCTH H
«TapOJILHOCTWY» IS BHEITHETO MUPA, T.€. €ro
MpeIHA3HAYeHHOCTH  MCKIIIOYUTENbHO IS
nocesameHubix  (ob6poxotos, 2001: 532;
Rapaille, 2006: 10-11, 22).

Tpancisimuas KK w3 nokosienuss B
MTOKOJICHHE OCYILECTBIIAETCS qyepes
XyJ0KECTBCHHBIE MIPOU3BEICHUS,
¢donbkIopHbIE U yueOHbIe TeKCTHI. [Ipu 3TOM
Y4eOHUKY KaK HOPMATHBHO-HAyYHOMY TEKCTY
MPUHAJISKAT B JIAaHHOM IIpoliecce ocodas

pOJIB: IeJICHAIPaBICHHBIN XapaxTep
¢dbopmMupoBaHUs ero CofiepyKaHus
o0ecrnieuyrBaeT CHOCOOHOCTh  yuyeOHMKa

M30MpaTeIbHO BIHATH Ha aKKYJIBTYPaIlUio
S3BIKOBOM JIMYHOCTH, MeEpeAaBas MOJIOAOMY
MOKOJICHWIO HE TOJBhKO HAy4dyHyl0, HO U
COLIMAJIbHO-3HaUUMy10 HH(popmanuio. «Poib
TOW HUTH, KOTOpAsi CBS3BIBACT ATIOXHU, PEAITHH,
JMYHOCTH, COOBITHUS HAlIMOHAJIBLHON HCTOPHU
U KymeTypb» (Makcumuyk, 2024: 842)
BBIMOJIHSAIOT ~ aKCHOJIOTMUECKH  3HAuYUMble

HaWMEHOBAHHSI, MapKepsI €IMHOTO
KYJBTYpHOTO MIPOCTPAHCTBA. HmenHo
MO3TOMY  WHTEPTEKTYaJlbHOCTh  y4eOHHKA,
peanuzyemass B €ro CKBO3HOW ITUTaTHOCTH
(Oxcenuyk, 2013), kpaiiHe BaxkHa MpH
aeJUBIM K HACleMUI0  TPOIUIOr0 U
(hopMHUpOBaHMY [IEHHOCTEH.

st BBISIBJICHUS CIIeKTpa
AKCUOJIOTMYCCKH 3HAYMMBIX CIMHUIL, a TaKKe
CTETEeHH ux BO3/ICHCTBUS Ha
JMHTBOKYJIGTYPHBIE ~ HMHTCHIUH  SI3BIKOBOM
JIMYHOCTH Ba)KHBI YaCTOTHBIE XaPAKTEPHCTHKU
JNIEMEHTOB B KOPIyCe W WX JUCTPUOYLUS
(JIsmesckas,  Illapos, 2015).  [lanHbIC
mapameTpel  MMEIOT  BBICOKYIO)  CTCICHBb
KOPPEJISALMKA C BHEIPEHUEM 3HAKa B CO3HAHHE
HOCHUTEIIS SI3BIKA (entrenchment),
BO3pacTOM/TIEPHO/IOM OCBOEHUS ciioBa (age of
acquisition), CKOPOCThIO HM3BJICYCHHUS CJIOBA W3
MaMsATH, a TaKXKE C KOJIUYECTBOM JICPHBATOB
(Gries, 2011). TIlepeuucinennbie (HaKTOPbI

OIPEIENISAIOT 3HaYUMOCTb OIpeeeHus
YaCTOTHOCTH W O0NacTh  JIGKCHUYECKOTO
TIOKPBITHS HauMEHOBaHUM pedepeHToB
KYJBTYpHOTO KOJIa B YU€OHHKAX.

MarepuaJjibl U AJITOPUTM
HCCJICIOBAHMA

[IpencraBnennoe HCCIIeIOBaHHE
OCYILIECTBJIEHO B pamKax MIPOEKTa

«KynsrypHblii  kon Poccum: aBromaruzanys
U3BJICUCHUS)» T10 BaJMIMPOBAaHHOMY B Oonee
paHHUX  MCCIEAOBAHUAX  AITOPUTMY  (CM.
Anppeesa u jip., 2024).

Kopnyc uccnenoBanust Brmouaer 30
y4eOHHMKOB Il IIKOJBHUKOB 5-9 KiaccoB
cpeaHerr  oO0IIe0Opa30BATENILHOM — IITKOJIBI
(Yuebnplii xopmyc pycckoro si3bika, 2020) u
Bxomsiumx B DenepanbHbIl  IEpEUCHb
y4eOHHUKOB, OHOOpEHHbIX MUHHCTEPCTBOM
npocsemienuss (1o 2018 . — MuHucTepcTBO
oOpazoBanusi U Hayku) B mepuon c¢ 2006 mo
2023 . (cMm.  DexmepanbHBII  MEpeYeHb
yueOHuKoB). OOt 00beM KopIyca coOCTaBUI
1558472 cnosoynorpebnenus (Tabmuia 1).
CoOanancupoBaHHOCTh KOpIyca oOecredeHa
PaBHBIM KOJIMYECTBOM y4eOHUKOB,
MpelHa3HAaYeHHbIX JJIs MATH BO3PACTHBIX
YPOBHEH Tpex MpeIMETHBIX 00acTel.
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Ta6amua 1. Kopnyc uccnenoanus

Table 1. Research Corpus

Kuace KommuectBo crnoBoynoTpedneHuii roro
Pycckuit s13p1k Jluteparypa Hcropus
5 R 5 Ku_ 320522 | R_5 By 80486 | L 5 Ko_24117 | L_5 Me_34348 | H_5_Ni_60624 | H_5 Da 53018 | 284645
6 R_6_By 78437 | R_6_Ba_50348 | L_6_Po_35686 L_6_Sn_36466 | H_6_Ag_34728 | H_6_Ab_40868 | 276533
7 R_7_By 63144 | R_7_Ba 36003 | L_7_Ko_25041 | L_7_Gu_73741 | H_7_Yu_75427 | H_7_Ty_ 47284 | 320640
8 R_8_Pi_44891 | R_8_Ba 42976 | Lt_8_Me_44054 | Lt_8_Ko_35230 | H_8_Da_57542 | H_8_An_38105 | 262798
9 R_9_Ni_55378 | R_9_Ba 58616 | L_9 Zi 63606 | L_9 Ko_103508 | H_9_Ly 69620 | H_9_ Ar_63128 | 413856
Hroro 542331 475797 540344 1558472
BLI6paHHLIC NpCaAMCETHLBIC JIMHEUKH — HaMMCHOBaHUSIMHU JaHHBIX JIMHI'BUCTH-

PYCCKUU SI3BIK, JUTEpaTypa, HUCTOpHUS — a
priori OpHEHTHPOBAHBI Ha IMPEEMCTBEHHOCTH
U TPAHCIALMIO HPABCTBEHHBIX IIEHHOCTEH,
HaIlMOHAJILHBIX TPaJIULIN, OLICHKY
HMCTOPUYECKOTO  TPOLLIOr0  CTPaHbl,  a,
CIIEZIOBATEIbHO, M AaKKyMyJSlIHIO B cebe
CUCTEMBI KYJIBTYPHBIX KOZI0B PO.
OO0beauHAIONIIEN OCHOBOM collepKaHus
JAHHBIX MIPEJAMETOB SIBJISIETCS PEAIM30BAHHBIM
B HHUX KYyJbTYPHO-UCTOPHUYECKUN IOAXOJ K
MIPEICTABICHUIO Marepuaia, T.e. OpPUEHTAIUS

Ha TeMaruyeckue OJIOKH, OTpa)karolue
OYXOBHYKO M  MAare€pUajbHyl  KYyJIbTYpy
PYCCKOro HapoJa (Crparerus

TrOCYIapCTBEHHOW HAIIMOHAIBHON TMOJHUTHKU
Poccuiickoit denepannnu Ha nepuon, 2029).
Crnucox HauMeHOBaHMH pedepeHToB
KyJIBTypHOTO Kozma Poccun nepBoHayanbHO
¢dbopmupoBascs Ha ocHOBe cioBapsi «Poccus.
bosnpIol JTMHIBOCTPAaHOBEAUECKUN CIIOBAPh

YEeCKUX, KynpTyposnoruueckux (KynasrypHbie
xoupl, 2023, JlamreBa, 2024, Maciosna,
2001, Hdykroa, 2023 wu gp.) wu
counonornueckux wuccneposanuii (Mcene-
JIOBaHHME aHanuTH4eckoro ueHtpa HAODU,
2022)3. Cocrasnenne CIICcKa BKIIOYAIO (a)
W3BJICUEHUE CJIOB M3 TEKCTAa HMCTOYHUKOB
npu nomou Oubnuorek python-docx wu
striprtf, a Takxke (0) TOCIEAYIONIYIO
aemMMmaruzanuo. B (duHaNBHBIA  CcHHCOK
pedepeHToB KyabTYypHOTO KOJa BOLLIH 785
cioB*, oObeMHEHHBIX B 13 yKpYyMHEHHBIX
rpynn ¥ 23 TOATPYIIBL: JIMTEpaTypHBIE
MEPCOHAXH, (OIBKIOPHBIE TMPOU3BEICHHUS,
Hay4yHble U  OOLIECTBEHHBIE  JIEATENH,
HUCTOPUYECKUE WU PEIUTHO3HBIE JMYHOCTH,
MPUPOJIHbIE U TeorpapuuecKkue OOBEKTHI,
€IMHULBI W3MEPEHMH, COLUaJIbHBIE CIIOH,
rOCyAapCTBEHHbIE HMHCTUTYTHI, MPEIMETHI
ObITa W HAaLMOHAJIBHON KyXHH, MOCIIOBHIIBI

(2007), mozaHee cmUCOK OBLI  pacIIupeH

U TIOTOBOPKH, IIPELEACHTHBIE TEKCTHl |
KyJIbTypHBIE apxeTuiibl (cM. Tabmuiy 2).

Kaxnplit y4eOHHUK HCCIieJoBaTeNIbCKOTO KOpIyca UMeeT yHUKalnbHbIi kon. Hampumep, R 5 Ku 32052 mapkupyer
Y4eOHHK 10 PyCCKOMY SI3BIKY Ut 5 Kiacca — «Pycckuit si3b1k. [IpakTuka. 5 ki1.: yue0. 11 061mieo0pa3zoBar. yupeskaeHuH
/ A.JO. Kynanosa, A.Il. Epemees, I'K. Jlunman-OpnoBa u np.; mox pen. A.lO. Kynanosoit. - M.: [poda, 2012. —
272 c.». Yucno 32052 — 00beM TekcTa yueOHHMKA B CIIOBOYITOTPEOICHHSIX.

3 Hccnenoanne mpoBoaMnoch aHanuTHueckuMm ueHTpom HA®HW B 2022 r. B BHue OHiaiiH-ompoca. BriGopka
HAaMMEHOBAHUI1 OTpakaeT MHEHHE BCEX COIMAbHO-IeMorpaduueckux rpynn Hacenenus: PO crapie 17 ner.
* Cnmcok HaumMeHOBaHHiT peepeHTOB KyIbTYpPHOrO KOJA KAaK YacTh INPOJOJIKAIOMIEroCs MPOEKTA HENPEephIBHO
nonostHsiercsi. CroBa oOmiel Tematuky, 3aduKcHpoBaHHBIE B cioBape «Poccus. bonbmiolt TMHrBocTpaHoBeaYeCKUN
cioBapw» (2007), Hanpumep, npogeccop, epubsbl, uwiHs, wikoaa W Psi Ap., HA JAHHOM JTalle peaju3alliy NPOeKTa He

N3y4aJInCh.
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Ta6amua 2. HaumenoBanus pedepeHTOB KyIbTypHOTO Kona Poccuu (dhparmenr)
Table 2. Names of Russian cultural code referents (part)

[Tpumepsl
I'pynma Iloarpymnmna .
HaMMEHOBaHUH peepeHTOB KYIbTYPHOTO KOJa
1 Hcropus Poccusi, Pych, 1aps, kus3b, [1étp I, JlemoBoe moboume
2 TocynapcTBo u CornranasHbIE CIION KpenocTtHol, IBOpSIHUH, KPECThSIHUH
COLIMaJIbHOE locynapcTBennbie Coget, CHI', UK
YCTpPOICTBO WHCTHUTYTHI
3 JIuteparypa Xy0KeCTBEHHAs ITymxkun, Jlepmontos, Toncroi, Boitna u mup, Mactep u
JuTeparypa Mapraputa
JIuteparypubie Esrenuit Onernn, Ynunkos, Bacwmmii TépkuH
MIEPCOHAXKH
DONBKIIOP Cka3ska, ObutnHa, Wnbst Mypomen, CHerypouka
4 T'eorpadus l'eorpadus Cubupsp, Kaskasz, Bonra,
T'opona Mockaa, [letepOypr, HoBropon, 3umanii 1Bopert
5 Penurus MoHacTsIpb, Ayla, EPKOBb, OMbOIHs, cO60p
6 Tpaauumonnsiit | Tpaguumonssii ObiTr | /IBOp, ceno, n3ba, mevb, caMmoBap
OBIT Kyxus Yaii, xJ1€0, MOJIOKO, yXa, IIH
7 IIpupona ®ropa Jlec, 6epéza, my0, cocHa, BacHIEK
®dayHa Cobaxa, JIolIaab, MEABEIb, BOJIK
Oropon, can [Tone, yk, niieHUna, siOJI0Ko, pena
8 Hayxka [ITkona, JIomonocoB, Menpeneen, ABOMKa
9 Pycckuii 361K I'pamora, 6ykxBapb, Kupmin u Medonuii, kuprmimumna
10 | HckyccTBO N30 Bacuernos, Penmun, AfiBazoBckuii, LlnmknH, DpMuTak,
«bypnaku Ha Bourey, «I'paun npuierenmu.
My3bika YatikoBckui, llansnuH, PaxmMannHoB, Moryuas Kyuka

Tearp, kxuHO

Cranucnapckuii, [llenkynunk, Muxankos, Ps3aHos,
Bonsuioit Tearp

Haponnoe uckyccTBo

Marpéuika, rapMOHb, XOXJIOMa, CKOMOPOX

11 | ITocnoBullkl, TOTOBOPKH

He moknamast pyk, 3a AByMs 3aifllaM¥ IOTOHUIITLCS, HA

OJTHOTO HE MOiMaellb, HU pbl0a HU MSICO

12 | Kanengaps, mpa3aHUKH

Csanp0a, Kpemenne, HoBsii ron, JleHs poxaenus

13 | Enunannel u3mMepeHust

[yn, BepcTa, Koneiika, pyoib, I1b

Jlanee mpu TIOMOIIM HMHCTPYMEHTOB
mnargopmbl RuLingva (rulingva.kpfu.ru) us
Ka)XI0TO TeKCTa Kopiryca ObuiH () N3BIICUEHBI
u (0) JeMMaru3upOBaHBl HAWUMEHOBAHMS
pedepeHToB  KynbTypHOro koma Poccuu,
Takke ObUIO (B) YCTAaHOBJIEHO KOJMYECTBO
BXOXKJEHUHM, T.e. a0COJIOTHAs  YacToTa,
Kaxaoro otaenbHoro HaumeHoBauus (Fa).
Hanpumep, cnoBo [lywkun B ydeOHHKe
muteparypsl  3a 6  kmacc (L 6 Po)
ucnons3oBaHo 81 pas. [lone 3adukcupoBaHO B
yueOHuKe pycckoro si3bika 7 kiacca (R_7 By)
43 pasa (cm. Ta6auiy 3). 98 enunun Crncka
AMEIOT He 0ojiee OIHOI0 BXOXKICHHUS B
HCCIIElyeMOM  KOpIyce: Komelika, —yHm,
Cueeypouxa, Kanawnuxkos, T-34, Tpoyxuii

JKueynu w pAp., ocraBasch Ha mnepudepuu
TaHHOTO OJIoKa Jiekcuku. [IpenmyniecTBeHHas
4acTh CJIOB M CJOBOCOYETaHWIl B COCTaBe
CIIUCKAa  HMMEIT  OOJBIIOE  KOJIHYECTBO
BXOXKIEHUN: mosapuwy — 250, Anexcanop
Heesckuu n Cogem — 1o 370, kusaze — 633.

s OOBEeKTUBHOCTH TMOCHEAYIOLIETO
CpPaBHCHHS  YaCTOTHOCTH  HAWMMCHOBaHHM
pedepentoB KyasrypHOro koa (nainee HPKK)
MIEPBUYHBIC JaHHBIC OBLTH HOPMAJTH30BAHbI
Ha 10000 crmoBoymoTpeGnenuit mo Gopmyne
Fn= Fa/V*10000, e Frn®> — HOpManmm3oBaHHAS
Ha 10000 crnoBoynorpebnenuit yacrora; Fa —

5 n - kojmuecTBO Bxoxaenmd Ha 10000

CJIOBOYHOTpEOICHH.
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KOJIMUECTBO BXOXKJICHHH, T.€. a0CONIOTHAs
yacToTa, kaxkgoro ormensHoro HPKK; V —
KOJIMYECTBO CJIOB B yueOHuKe. Hopmanmzarmst
M03BOJIMJIA HE TOJBKO CPAaBHUTH JOKYMEHTHI
pasHoro oObemMa, HO U TIOJYYUTh CIHUCKU
«3HAYUMON JIEKCHKHW», Hauboyiee THUIIHYHBIC
CIIOBAa JJISl KaXJ0M H3yyaeMoil KOJUICKLIUU
TekctoB (cMm. Jlamesckas, Illapos, 2015):
TEKCTOB UW3yYaeMbIX YpPOBHEH CIOXKHOCTH
(kmaccoB) W MpeaMEeTHhIX  o0racTeid.
Hanpumep, cioBo Oepeguss B ydeOHHKE MO
nuteparype 6 knacca (L 6 Po 35686), kak u
B ydeOHHMKE IO HCTOpHM Ui 8§ Kiacca

(H 8 Da 57542) wumeer 20 BXOXKICHHI,
OJTHAKO MX 00BEMBbI pa3iuyHbl: O6osee 35 ThIC.
CIIOB B y4eOHUKE MO JUTEPaType H CBBIIIC
57 ThIC. B y4eOHHUKE 10 HCTOPHH.
3HaueHus HOPMaJIM30BaHHON YaCTOThI
BBISIBIISIIOT  3HAYMMOCTh  OTJAEJBHBIX  CJIOB

B CpPaBHUBACMBIX KOJUICKIHSX  TEKCTOB.
B y4eOHHKaX L 7 Ko 25041 u

R 8 Pi 44891 MIOYTH OJIJMHAKOBOE
KOJIMYECTBO BXOXkAeHUU cioBa [lymikuH, 59 u
56, HO B 3HAUYUTEJILHOMU CTEIIEHU

OTJIMYAKOIIAACS HOPMAaJIM30BaHHAS YacTOTa:
23.5 u 12.4 (Tabnuma 3).

Taomua 3. KonuuectBo BxokaeHuii (Fa) u nopmanuzosannas yactota cinoB (Fny (I1ywkun v none)

(¢bparmenr)
Table 3. Absolute and normalized Frequency of the words Pushkin and pole (field)(part)
CJ0BO Ilywikun none
YuyeoHUK Fa Fn Fa Fn
L_6 Po_35686 81 22.6 15 4.2
L 6 _Sn_36466 82 22.4 25 6.8
H 6 Ag 34728 0 0 13 3.7
H 6_Ab 40868 0 0 13 3.1
R _7 By 63144 14 2.2 43 6.8
R_7 Ba 36003 36 9.9 37 10.2
L 7 Ko 25041 59 23.5 7 3.6
L_7 Gu_ 73741 88 11.9 30 4.0
H 7 Yu 75427 0 0 14 1.8
H 7 Ty 47284 0 0 12 2.5
R_8 Pi 44891 56 12.4 18 4.0
Pe3yabrarhl kpecmovsanun (8.3), oywa (6.8), yaps (6.1), zec
Pe3synbrarsr MPEACTaBICHHOTO (6.2), ckaska (5.4), Jlepmonmos (4.6), Mockea

UCCIIEIOBaHUS  IUIOTHOCTH  HAaUMEHOBaHUH
KyJbTYpHOTO KOJa B Y4YeOHBIX TEKCTax
J€MOHCTPHUPYIOT BBICOKYO CTEIEHb
CHCTEMHOCTH W TOMOT€HHOCTh COCTaBa
HPKK, a Takxe MONOXUTEIHHYIO ITUHAMUKY
YaCTOTHOCTH W3YyYaeMbIX CIUHHII B yUEOHBIX
TEeKCTax oT 5 Kk 9 kiaccy.

Temamuueckas knaccughuxayus

Snpo KyasTypHOro Kojia B y4ueOHOM
TIMCKYPCe COCTaBIISIFOT CIEMyIoIIne Hanboee
YaCTOTHBIE CclIoBa (mo  yOBIBaHMIO):
Poccuss (Fn = 15.9), Iwxun (11.4%),

6 B ckobOkax YKa3aHa HOpMaJIM30BaHHasA 4acToTa, Fn.

(4.3), Toeons (4.4). Tlpu 3TOM B KOJUIEKITUSIX
OTAETBHBIX KJIaCCOB u MIPEIMETOB
HOpManu3oBaHHasg 4acToTHocTh (Fn) moxer
OBITE ellle 0osiee BHICOKOM M mocturars 32.1
(Poccus, 9 ki.) (Tabmuia 4).

Temarnveckas TUIOTHOCTh u
npeamerHas quctpudyuus HPKK (cm. Puc. 1
U 2) JeMOHCTPUPYIOT TOMOTEHHOCTh U
OpPHEHTAIlMI0 M3y4aeMOoro JHUCKypca Ha
MPONIIOe: BO BCEX NMPEIMETHBIX 007acTsIX U
KJaccax TeMarmueckas rpymnmna «Mcropus»
3aHMMaeT OJIHO W3 TIEPBBIX TpPEX MeECT.
JlanHblit ¢dakTop SBISIETCS CBHUJIETEIHCTBOM
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HC

TOJIBKO

BBICOKOI

OCHHOCTH

n

72

HO TaKXe€ €ro TUIHYHOCTH B KYJIBTYPE,

AKLICHTUPOBAaHUSA BAXXHOCTH HCTOPUYECKHUX MMEIOIIEH TEHJCHUHMI0 K JOJrOCPOYHOM
TpaguIMii B POCCUHUCKOM Y4eOHOM JHUCKYpCE, opuenTanuu (o Xodmrene).
Tadaumna 4. Jlekcudeckoe sapo KyJabTypHOTo Koja yueOHbIX TeKcToB (Fn)
Table 4. Lexical core of Cultural Code in academic texts (Fn)

5 KJacc 6 KJacc 7 Kyacc 8 KImacc 9 kmacc
Poccus 24 3.7 6.8 28.8 32.1
[ymkun 6.1 7.6 6.1 15.8 18.5
Kpectbsaun 1.8 6.4 7.5 11.8 12.5
Lapp 14.4 2.1 2.6 8.3 4
Hymia 2.7 3.8 5.6 4.4 14
Jlec 8.2 7 6.1 5.7 3.4
Ckazka 16.3 5.2 3.2 1.6 1.3
JlepmoHTOB 2.1 3.4 3 5.1 7.9
Mockaa 2.2 2.2 2.3 7.1 6.8
Toromnb 2.3 2 4 5.1 7.1

Pucynoxk 1. F, HPKK no nmpenmeTHsiM o0nacTaM

Figure 1. F,of NRCC by subject area

Pucynok 2. F; o xnaccam (ypoBHSIM CIIOHOCTH)
Figure 2. F, of NRCC by Grades (complexity levels)

250,0

200,0

150,0

100,0

50,0

0,0

HMotopus
Jureparypa

W Pycermii 2361k O JIHTeparypa

I"oc. yetpoiicTro

Teorpadms

Permarus

Hpupona
Hayrka

Tpajt. GbIT
Hekycetio

Pyceiuii 3Lk

ITocI, 1 noroBopKH

Hcropua

Kanen,, npasg.

EJi=1{1 HaMm-=3

3500
3000
2500
2000
1500
1000

50,0

N u
= < ®
s & B § ¥
=25 %
e 8 & & E
22 25
= = = 3 A~
E 9
==
Q
o
—
L 5 knace 06 xnace

|| - [
s =4
= 8 g z
e 2 =z R
: £ % 2
F Q
>
[T}

7 xnacc D 8 xnacc

Hckycerso |

[MTocm. 1 mOroBOpKU
Kanewn., mpas.

® 9 knace

E - 1161 M3M-51

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y ITPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



Hayuynblil pesyremam. Bonpocsl meopemuyeckoll u npukaadHoti aunzeucmuxu. T. 11, Ne3 2025 73
Research result. Theoretical and Applied Linguistics, 11 (3). 2025

[loka3arenbHO, 4TO B PO M3y4aeMOIro

KOpIyca BOILIM CIWHHUIBI TEMaTHYCCKON
noarpynmbl  «CouuanpHbeie  ciow» (IO
yOBIBaHHIO HHJIEKCa YaCTOTHOCTH):

kpecmosinun (Fa=1296, Fn=8,3), yapv (935,
6,0"), xwuasze (633, 4,1), kpenocmuoii (486,
3,1), epaosrcoanun (370, 2,4), 6apvina (23,

0,1). CioBa COBETCKOI'O nepuoja
3HAYUTEITFHO MEHEE 4YaCTOTHBL mosapuiy
(370, 2,4), mosapuwy (215, 3,1).
JlemoHcTpanueit MIPEEMCTBEHHOCTH
HUCTOPUYECKUX W JYXOBHBIX  TPATUIHHA

Clle/lyeT TPU3HATh U SJACPHOE IOJIOKCHHUE B
uzydaemoM kopmyce cioB odywa (Fn=2.5),
xpam (5.8), yepkosw (4.0), monacmoips (1.9),
nocm (1.4), konokon (0.2).

Kopnyc ¢uxcupyer 6onee 300 oHumoB,
Han0oJiee MHOTOYUCIICHHYIO TPYIITY KOTOPBIX
COCTaBIsAOT  aHTponoHuMbl  (187) u
tonioHuMbl  (144). Cnucoxk aHTPONOHHMOB
BKJIIOYAET UMEHA TOCY/IapCTBEHHBIX AeATenen
(Huxonau I, Fs=120), BoeHayaJILHUKOB
(Haxumos, 5), yuensix (Jlomonocos, 238),
nesteneit  uckycctBa  (Tpemwvskos, D),
MEPCOHAXKEN XyN0KECTBEHHBIX IMPOU3BEACHUI
(Bacunuu Tepxun, 5). TOIMOHHUMBI OTPa)KarOT

B3aUMOCBSI3b HUCTOPUYECKUX u
reorpadudeckux (HpeHoMeHOB: bopodunckoe
none, Banaam, Braoumup, 3onomoe konvyo,
Kasxaz, Kazaumo, Kyauxoeckas — 6umsa,
Kpemnw, [lemponascnosckas kpenocms u op.

Konnexyuu mexcmos 5-9 xnaccos

KonunuectBo BXOKJICHHUI u
HOpMaJIu30BaHHas 4acToTa HPKK
MOCTENEHHO PacTyT B TeKcTax oT 5 Kk 9
KJIacCy, HEKOTOpOe CHIKEHHE 3a(h)UKCHPOBAHO
TOJBKO B yueOHMKax 6 kiacca. Hambomnbiee
kommuectBo HPKK conepxutces B yueOHMKAX
9 xmacca (10751 — pycckwmii si3p1k, 17376 —
auteparypa, 16454 — ucropusi), mpu 3TOM UX
COBOKYIHBIE HOPMAaJIM30BAHHBIC YAaCTOTHI HE
CWJIBHO  Da3HATCS: OHHU  HaxoUsATci B
munanazone or 210 go 372, cocraBiusas B
cpeneM ot 2 % no moutu 4% Tekcra (CM.
Tabnuny 5). JlaHHbIN NOKa3aTellb, OYEBUJIHO,
MOKHO TpakKTOBaTh KaK THUIOJOTHYECKHU
3HAYUMBIN JIJISI JTAHHOM KOJIJICKIIMM TEKCTOB,
OJTHAKO €ero Bajujaalus TpeOyeT MpHUBICUCHUS
OOJIBIIIETO KOpIyca TEKCTOB, BKIJIFOYAIOIIETO
Ipyrue TMpeaMeTHble O0JacTH U ypOBHU
CIIOHOCTH

Taoanna 5. O01iee KOIMYECTBO BXOXKICHUH U COBOKYITHast HopManu3oBaHHas yactora HPKK

B KOpIyce

Table 5. The absolute and normalized frequencies of NRCC in corpus

Kaacc Pycckmii si3bik | JIuTeparypa HcTopus Hroro % B KopIyce
5 2273/ 202.0° 2289/ 391.5 1768/ 155.6 6330/ 222.4 2.22/284645
6 2277/ 176.8 2109/ 292.3 1425/ 188.5 5811/ 210.1 2.10/276533
7 2001/ 201.8 3773/ 382.0 1789/ 145.8 7573/ 235.8 2.36/320640
8 1831/ 208.4 2882/ 363.5 4774/ 499.1 9469/ 360.9 3.61/262798
9 2387/ 209.4 6323/ 278.4 6698/ 504.6 15408/ 372.3 3.72/413856
HTtoro 10769/ 198.6 17376/ 365.2 | 16454/ 304.4 44595/ 286.1 2.8/ 1558472
% B Kopmyce 1.99 /542331 3.65/475797 | 3.04/540344 | 2.8/1558472

" TlepBoe YMCIIO yKa3hIBAaeT KOMMUECTBO BXoxaeHui (Fa), Bropoe — Hopmanu3oBanHyio gactoty (Fn).
8 B Taoumuie yKazaHBI 00IIlee KOTMYECTBO BXOXKICHIH U COBOKYITHAS HOpMaim3oBaHHas dactora: Fa =2273, Fn =202.
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Haumenbmee pasHooOpazme HPKK
BBISIBIICHO JIJIsl yY€OHHUKOB 5 — 7 KJIacCOB IO
UCTOPUH, YTO, B CHIy PENPE3CHTAaTUBHOCTH
KOpITyca, TO3BOJISICT PacCMaTpUBATh JIaHHBIH
¢dakT Kak crnenu(puKy TEKCTOB H3y4aeMOro
MPEIMETHOTO 610Ka. Haubonee
«KYJIBTYPOHOCHBIMI u3 M3y4aeMbIX
NpPEJIMETHBIX  OJIOKOB ~ CJIEAyeT TIPH3HAThH
YY4eOHMKH TIO JIUTEparype, B CpPEIHEM
coaepxammue Oonpinee konuaectBo HPKK na
10000 cnoBoynorpebnenuit — 365.2. Ilpu
stom yactotHocTh HPKK B  ornenpHbIX
y4eOHHKaX 10 HCTOpUH 8 U 9 KiaccoB
3HAUUTENIFHO BBINIE JAHHOTO TIOKa3ares —
499.1 n 504.6 equnun Ha 10000 ciioBodhopm
cooTBeTcTBEHHO (cM. Tabmuny 5). /{nanazon
IUIOTHOCTH HAaMMEHOBAHUH KYJIBTYPHOTO KOJa
kojeOnercst B muamazone ot 1.8 % (yueOHukn
6 xiacca no ucropun) Ao 5.04% (yuebuuxu 9
KJj1acca 110 UCTOPHH).

B ydeOHHMKax 1O pPYCCKOMY S3BIKY
Han0oJiee YaCTOTHBIMU SIBIISIOTCS CIICAYIOIINE
JICKCeMbl,  3apUKCHpOBaHHBIE BO  BCEX
nokymeHTax kopmyca: nec (12.8), Ilywxun
(9.3), none (5.1), wxona (3.9), oywa (3.8). B
KOJUICKLIUU yueOHUKOB JUTEPATyPBhI
BBICOKOYACTOTHBIMH CJIEIyeT NPU3HATh CJIOBa
Iywkun (25.9), oywa (15.1), Poccus
(12.7), craska (12.1), T'oeonw (12.1). B criucok
HanboJiee YaCTOTHBIX JIEKCEM B YYEOHHKax
ucropuu Bouutn Poccus (31.5), kpecmuvsanun
(20.5), yapwv (13.0), yepkosv (9.7), pabouuii
(8.1). Kaxmas w3 yKa3aHHBIX JIEKCEM
0o0bEeIMHSAET BOKPYr ce0s TEeMaTHYECKYIO
NOATpyNIy, co3faBas ocoboe cBoeoOpasue
npeJIMETHOro Koprnyca. Hampuwmep, rpymnma
«ConuanbHble CIIOW», B COCTaBe KOTOPOH
NPUCYTCTBYIOT JiekceMbl kpecmbsinun (20.5),
pabouuil (8.1), Kpenocmmuotl (7.3),
epasicoanun (6.1), oeopsinun (5.8), xyney
(3.8), xwmase (3.8), ummennucenyus (2.0),
20CN0OUH (1.5), COZIEPIKUT "
HEMHOTOUUCIeHHY0 — moarpymmy  «Llapm»,
oovenuusisi cnoBa yaps (13.0) u wumena
ApCTBEHHBIX 0c00: Huxonau 1 (3.0),
Anexcanop Il (2.8), Anexcanop I (2.7),
Anexcanop I (2.1), Ilemp I (1.9) u np. B
TEeMaTHIEeCKON rpyrme «Penurus»
OOHapy>KeHbI YeThIpe CIIOBa, 0003HAYAIOLIHE

«MecTo It OorocimykeHus»: yepkosb (9.7),
xpam (5.8), cobop (2.3), monacmuips (1.9).
HaunOonplryro 4YacTOTHOCTh B TOATPYIIIE
«Topona» umerot Ilemepoype (4.4) u Mockea
(3.8). Takum o6pazom, ananus cocraBa HPKK
MPOAEMOHCTPHUPOBANT CHEIUPUKY KYIBTYPHO-
reorpadguuecKux, JTUTEPaTypPHbIX,
(ONBKIIOPHBIX, OBITOBBIX, PEITUTHO3HBIX H
HUCTOPUYECKUX peajif, Ha OCHOBE KOTOPBIX
OCYIICCTBIIICTCS KOHCTPYHMpOBaHUE o00pasa
Poccun B TekcTax COBPEMEHHBIX YYCOHHKOB.

duckyccust

[IpencraBieHHoe  uccieJOoBaHHE B
3HAYUTEIHLHOU CTETEeHU pacmupsieT
IIOHUMaHUE crenupuKu KYJIBTYPHO-

HUCTOPUYECKOH TaMSATH H  [IEHHOCTHBIX
YCTaHOBOK, PEaJTM30BAHHBIX B COBPEMEHHBIX
ydeOHUKax COLIMATIbHO-TYMaHUTAPHOTO
On0ka. BrIsBiIeHHAs cucTeMa HaMMEHOBAHUMN
pedepeHToB KyJIbTypHOTO KOJa MpPeACTaBIseT
co0Oil KUY K TIOHMMAHUIO LIEHHOCTEH
(dbparmenTa COBpPEMEHHOM poccuiickoit
KyJIbTYypBl, @ JOUCTPHOYIUS M YaCTOTHOCTH
OTJENIbHBIX S3bIKOBBIX EIUHUI[ OTPAXKAeT UX
3HaYUMOCTh Ui oOmiecTBa. [loka3arenbHbI B
9TOW CBSI3M BBICOKME MHJIEKCHI SIEPHBIX
nekceM kpecmosinun (Fn=8.3), none (Fn=3.04),
xn1e6 (Fn=1.9), oTpaxaromume KyJIbTypHO-
IUBWIIM3AMOHHYI0 caMOOBITHOCTE Poccum,
«TeJUTyPOKPATUYHOCThY €€ LUBWIN3ALUH (CP.
Hyrun 2011). B ydeOHuKax conuaibHO-
TYMaHUTapHOTO OJIOKa CpefHeH  IIKOJIBI,
AQHAJIOTUYHO YYeOHWKaM Ha4YaJbHOW IIKOJBI
(cMm. JlanmomuHa u ap., 2019), 3apukcupoBana
BBICOKas  YacTOTHOCTb  JIEKCEMBI  .JecC
(Fr=5.84), B TOM umcie B MHOTOCJIOBHBIX
HaMEHOBaHUAX: «B Jecy poausace enodxay,
«YTpo B COCHOBOM Jjecy» H Jp. (cM.
[Ipunoxenue. Pucynku a.-.).

Marepuan HUCCIIEIOBaHHUS  yTOYHSET
BBIBOJ] H. A. Makcumuyk (2024) 0

cneuupuke  TUCTpUOYLIMM  OHUMOB B
POCCUHCKNX ydeOHUKaX, CBHACTEIBCTBYS 00
00bEKTUBHOU B3aUMOCBSI3U u
MTPOHUKHOBEHUH HCTOPHYECKOTO "

reorpaduyeckoro 3Hanus. Cpenu HauOomee
gactotHeiXx HPKK — uMena coOcCTBeHHEIE,
UICHTHQHUIHUPYIOIINE HUCTOPUYECKYIO
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MEPCIeKTHBY  3HAYMMBIX s Poccum
reorpa)UyecKux PeruoHOB M UMeH: Ilyukun
(1778%), Jlepmonmoe (711), T'ozonv (679),
Mocxsa (669), Torcmoti (625), Yexos (470),
Ilemepoype (443), Typeenes (377), Kaexas
(228), Cubupv (147), Ilemp I (135),
Braoumup (143), Huxonau I (120), Anexcanop
1 (162), Anexcanop Il (162), Anexcanop III
(116), Hon (127), Ilyeaues (109), Examepuna
11 (101).

Brisgeinensl otinuuus oT TekcTtoB PKIU,
COCTOSIIIME B 3HAYUTENBHO OoJee HU3KOM
9aCTOTHOCTHU HOMHHAIAH pedepeHToB
KyneTypHOro koaa (mo 20% B texcrax PKN),
MEHBIIEH  HOJNM  CJIOB, 00O03HAYarOIINX
TPAIUIIMOHHBIA  OBIT, HO (B) BBICOKOM
IUIOTHOCTH JIGKCHKH PEIUTHO3HONH TEMaTHKHU
(cm. Anapeesa u np., 2024, HeGepa, Lllepuna,
2024, Tepckux, 3aiiuesa, 2024).

Ozepanuuenus npeocmasieHHo20
uccne0o8anusl

MHOro3Ha4HOCTh ¥ MAPOJBHOCTH
U3y4aeMOH  CHUCTEMBl  CIUHUI[  JTUKTYeT
HEO0OXOJMMOCTh X CEMaHTHYECKOTO aHalIH3a
WIM aHalu3a TOHAJBHOCTU WX KOHTEKCTOB,
MO3BOJIAL  TakUM  00pa3oM  MPEOJOJETh
OTpaHUYCHUS JTAHHOTO HCCJICIOBAHHUS.
«PacmudppoBka  KIOUeH — KyJIBTYyphD» |
pa3BepThIBaHUE CMBICJIOB KOHTEKCTOB,
cofiepXalliX HaUMEHOBaHUS pedepeHToB
KYJIbTYPHOTO KoJIa, paccMmarpuBaeTcs
aBTOpaMH KaK MEepPCIEeKTHUBA UCCIEI0BaHUS.

3akJiioueHue
W3ydyeHne MIOTHOCTH U crenupuku
HaIOJHEHUS yueOHBIX TEKCTOB

HAaUMEHOBAHUSIMHU OOBEKTOB  KYJIBTYPHOIO
KoJa IIOKa3aJl0 CUCTEMHOCTb Kak Ha
BHYTPHUIIPEIMETHOM (pycckuit A3BIK,
JauTepatypa M HUCTOpUS OTAENbHO), TaK U
MEXIPEAMETHOM  YypOBHSX. Paznuuus B
CTETNIEHU «KYJIBTYPOHOCHOCTH» Y4E€OHUKOB
COILIMO-TYMAaHUTAPHOTO OJIOKa, BKJIFOYAIOIETO
y4eOHUKM TI0 HWCTOpUH, JUTeparype U
PYCCKOMY SI3bIKbI, MUHUMAaJIbHBI.

9 B ckobOkax YKa3aHO KOJIMYECTBO BXO)K,Z[GHI/II\/'I B

KOpITyCC UCCIICJOBaHUAA.

Jlexcuyeckoe PO HOMMHALUN
O00BEKTOB KYJIBTYPHOTO KOJA IIPEICTABICHO
CANHUIIAaMH HCCKOJIbBKUX OCHOBHBIX TPYIIIL:

«l'ocynapcTBeHHOE YCTPONCTBOY,
«IIpuponma»,  «HckyccrBo»,  «Pemurus».
AHanu3 MOATBEPAMII u BBICOKYIO
«HACBIILIEHHOCTbY y4eOHOTro JUCKypca
MpeueaeHTHBIMU OHUMAaMHU,
JIETEPMUHUPOBAHHYIO pOCCHIICKOI

TpaJuLMEN aneusIIMd K aBTOPUTETHBIM
MMEHaM (QaHTPONOHMUMAaM) M TE€pPOUUYECKOMY
IIPOLLIIOMY (Temaruyeckue IpyIIbI
«IIpocrpancrBo», «Mcropus», «HckyccTBoy,
«l'ocynapcTBeHHOE YCTPOMCTBOY,
«Pemurus»).

Jlekcuueckoe pazHoOOOpaszue HocuTenen
KYJIBTYPHOT'O KoJia IIOCTETIEHHO
yBeqMuuBaercss or 5 k9 kiaccy.
YcTaHOBIEHHBIN Jarna3ox IUIOTHOCTHU
HOMUHAIMKA pedepeHToB KyIbTypHOrO Koja
Bapeupyercsa ot 1.8 % mo 5.04%, B cpennem
oCTaBasiCh Ha ypoBHE 2—4 % TekcTa.

3HaYMMOCTb TIOJIYYEHHBIX PE3yJbTaTOB
OIIpeEIAETCS BO3MOKHOCTBIO ux
NPUMEHEHUsI B ajJropuTMax  aHajiusa
KyJbTYpHOIO  KOJa ¥ MOJAEIUPOBAaHUSA
SI3BIKOBOM  KapTuHbl  Mupa.  OTAeNbHYIO
LIEHHOCTb ISl TUIIOJIOTHH KYJBTYPHBIX KOJIOB
pa3IMYHBIX ~ 3THOCOB  HMEET  CIIMCOK
pedepeHToB KYJIBTYPHOT'O KOJa.
DOMIIUPUYECKUE JTaHHBIE, MTOJIyY€HHBIE B XOE
HCCIIEOBAHMSI, MOTYT MCIIOJIB30BAaThCS IPHU
W3y4eHUH  TpoOJeMbl  yHHMBEpCaIM3alUuu
COBPEMEHHOI0 y4eOHOro JHCKypca, poJiu
KYJIBTYPHOTO KoJla KaK 3TaJOHHOM CHUCTEMBI,
o0ecreunBarolIel OLEHKY MarepuaIbHOro
MHpa, a TaKXke Mpu pa3paboTke ydeOHBIX
IIPOrpaMM, OPUEHTUPOBAHHBIX Ha
TpaJULIMOHHBIE POCCUICKUE IIEHHOCTH.

CnMcoKk JMTepaTyphbl

Annpeesa M. 1., Comupimknaa M. .,
Mydazanopa H. 1.  Homwunanuun  pedepeHToB
KyIbTypHOTO Kofa Poccnum Kak —TpenuKToOp
CIIOKHOCTH TEKCTOB PYCCKOrO  SI3bIKa  Kak
WHOCTpaHHOTO.  B3ammoneiictBue Hayku H
oOrrecTBa: sI3bIK, MHHOBAIWY, KyIbTypa: COOpHUK
Hay4HBIX TPYyAOB MexayHapogHoro ¢opyma.
14-16.10.2024 1. / obm. pen. berammeBa C.b.,
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Abstract: This study presents a comprehensive topic modeling analysis of scientific
abstracts in the field of artificial intelligence (Al) applied to dentistry. We compiled
and analyzed 3,170 peer-reviewed abstracts published between 2019 and 2025 from
the Dimensions and Scopus databases. Three complementary approaches were
compared: (1) Structural Topic Modeling (STM), a probabilistic framework
incorporating publication year as a covariate to enable temporal trend analysis; (2)
embedding-based clustering using the Leiden algorithm on OpenAl text embeddings;
and (3) zero-shot GPT-based topic modeling, in which GPT-40 generated topics,
descriptions, and keywords directly from batches of abstracts without model training.
Topic quality was evaluated using compactness, distinctiveness, silhouette scores,
and label redundancy. STM consistently produced the most compact and well-
separated topics, embedding-based clustering excelled in identifying discrete
semantic groupings, and GPT-based modeling provided interpretable, human-
readable labels but exhibited greater thematic overlap. To ensure comparability
across methods, we introduced a two-layer alignment framework that integrates
topic-level similarity with document-level consensus, enabling robust cross-model
comparison. Using this framework, we identified stable topics consistently recovered
across methods (e.g., caries detection, radiographic Al diagnostics) as well as
method-specific themes. Temporal trend analysis in this shared space revealed a clear
shift from foundational Al methods (e.g., image segmentation, image enhancement)
toward applied and integrative areas, including large language model applications,
patient-facing tools, and Al in clinical education. Our results underscore the value of
combining classical probabilistic models with modern large language model (LLM)
tools for optimal topic modeling performance. While GPT-40 enhances
interpretability, it should not be used in isolation for mapping thematic structures in
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scientific literature, at least not without pre-screening and prompt experimentation.
Overall, our findings demonstrate the importance of hybrid topic modeling for
mapping thematic structures in fast-evolving scientific domains, with dentistry
serving as a case study.

Keywords: Topic Modeling; Structural Topic Model; GPT-4; Large Language
Models; Dentistry; Al in Dentistry; LLM in Dentistry; Scientometric Analysis;
Embedding-Based Clustering; Zero-Shot Topic Modeling; Bibliometric methods.
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AnHoTanus: VccnenoBanue mpeiacTaBisieT cOOOW aHaNW3 HAYyYHBIX aHHOTALUN B
o0yacTM NpUMEHEHMs HCKyccTBeHHoro wuHrtemiekra (M) B cromaronoruu c
UCTIOJIb30BAaHUEM PA3NIMYHBIX METOAOB TEMAaTHYECKOTO MOJCIUpPOBaHHS. MBI
chopMHpOBAIHM U MpOAHATU3UPOBAIN Kopnyc u3 3170 aHHOTaUMH Hay4yHBIX CTarei,
omyonukoBaHHbIX B 2019-2025 rr. B u3AaHUAX, UHIEKCUPYEMBIX B 0a3ax JaHHBIX
Dimensions u Scopus. bBeuin cpaBHEHBI TpH MOAXOAAa K TEMAaTHYECKOMY
MOJICJIMPOBAHUIO: CTPYKTYpPHOE€  TEMaTHYECKOE MOJEJIMPOBAHUE (STM)
BEPOSITHOCTHAsE MOJI€Nb, IO3BOJIAIONIAs AHAJIM3UPOBAaTh BPEMEHHBIE TEH/CHIUM;
KJIacTepH3alns Ha OCHOBE 3MOCIIMHIOB C HCIOJb30BaHHeM anroputMa Leiden —
crabunpHas ansrepHaruBa BERTOpiC; monenupoBanue ¢ ucnons3oBannem GPT-40
0e3 oOyueHust monenu. J{isi OleHKH KadecTBa TeM Oblla IPUMEHEHa COBOKYITHOCTD
metpuk. IlokazaHo, uro amroput™m STM paer Hambonee KOMMAKTHYIO U UYETKO
pasnenénnyro cTpykrypy Tem; GPT okazasncs 3¢ GeKTHBHBIM sl CO31aHUs Ha3BAaHUN
TEM M KPaTKUX OMHMCAHUH, HO MOKa3all Oobliee TeMaTnyeckoe NepeKphITHE U MEHee
YETKHE TPaHUIBI MEXKAYy TeMaMH. MBI TakkKe BBIIOJHIIN COIJIACOBAaHHOE
BbIpaBHHBaHUE TeM B eluHOM GPT-npocTpaHCcTBe 1 BBIABUIIM KaK CTaOUIIbHBIE, TAK U
cnenuUYHbIE UIS  MOJENEH TEeMbl, a TaKXe OOIIre BpPEMEHHBIC TPEHIIBI.
[TonmyuyeHnHble pe3ynbTaThl MOTYEPKUBAIOT IIEHHOCTh KOMOMHUPOBAHUS KIIACCHUECKUX
BEPOSTHOCTHBIX MOJIeel ¢ BOBMOKHOCTIMH LLM st mocTrkeHus: onTUMaIbHOTO
KauyecTBa  TeMaruyeckoro  moxenupoBanusi.  Xors  GPT-40  mosblmmaer
UHTEPIPETHPYEMOCTh, €70 HE CIIEIYET MCIIOB30BaTh KaK €AMHCTBEHHBIN METOM JIJIs
aHanu3a TeM. IlpeanoxeHHbIM THOPUAHBIM MOAXON SABISETCS MaclITaOupyeMmoil u
BOCIIPOM3BOIMMON CTpaTeTueil IUisi MpoBeIeHHsT 0030pOB JIUTEPATypbl B OBICTPO
Pa3BUBAIOIIUXCS O0JACTAX UCCIEIOBAHHM.
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1. INTRODUCTION

In recent years, the exponential growth
of scientific publications has created
unprecedented opportunities and challenges
for understanding the thematic landscape of
research. The volume, diversity, and
interdisciplinarity of modern scholarly output
render traditional narrative-based literature
reviews insufficient for mapping the breadth
and evolution of research topics, particularly
in specialized and rapidly developing domains
(Torres et al., 2025). One such domain is
artificial intelligence (Al) in dentistry, where
Al applications in diagnostic imaging,
segmentation, risk prediction, and treatment

planning have attracted considerable scholarly
attention. Al is considered to represent a
paradigm shift in this field (Cosola et al.,
2025), and transformation of the modern
dental practice workflow through Al is
anticipated in the next decade (Silveira,
2024). The rapid expansion of this literature
(Shirani, 2025) mirrors the accelerating
adoption of Al in clinical workflows;
however, the thematic organization and
temporal development of the field remain
incompletely characterized.

Topic modeling has become a powerful
computational technique for uncovering
hidden themes within large collections of text.
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By examining patterns of word co-occurrence
and semantic relationships, it allows
researchers to identify coherent groups of
documents, measure the prevalence of
themes, and track how topics evolve over
time. Beyond descriptive analysis, topic
modeling provides a scalable and replicable
alternative to manual coding, facilitating
systematic reviews in fields where the volume
of publications exceeds the capacity of
traditional synthesis methods. With advances
in computational power and big data, topic
modeling has been widely applied across
various domains, including text classification,
information retrieval, and recommendation
systems, establishing itself as a fundamental
technology in natural language processing and
text mining (Hu et al., 2025).

Various algorithmic paradigms have
been developed for topic modeling, each
grounded in different linguistic and
computational principles. Probabilistic
models such as Latent Dirichlet Allocation
(LDA) (Blei et al., 2003) and Structural Topic
Modeling (STM) (Roberts et al., 2019)
represent topics as distributions over words
and documents as mixtures of topics. STM
advances this approach by incorporating
document-level covariates, such  as
publication year, enabling the explicit
modeling of temporal trends and the impact of
metadata on topic prevalence. These models
are valued for their interpretability,
reproducibility, and  strong  statistical
foundation. However, they require manual
interpretation of topic-word distributions,
careful selection of the number of topics, and
domain expertise to ensure meaningful
labeling (Lee et al., 2025; Sbalchiero and
Eder, 2020).

Embedding-based clustering offers an
alternative approach to topic extraction. By
leveraging advances in transformer-based
language models, such as BERT and its
domain-specific  variants, this  method
transforms documents into high-dimensional
semantic vectors that capture contextual
meaning beyond simple lexical similarity.
Clustering algorithms are then applied to

these embeddings to group documents based
on semantic proximity. Methods like
BERTopic (Grootendorst, 2022), kBERT
(Islam, 2025), and other implementations
often produce fine-grained, semantically
coherent clusters that can identify subtopics
overlooked by probabilistic approaches. For
instance, BERTopic (Grootendorst, 2022)
utilizes  transformer-based  embeddings,
dimensionality  reduction (UMAP), and
clustering (HDBSCAN) to discover topics
and is widely used in scientific literature
analysis. However, embedding-based methods
have some limitations: they do not inherently
model temporal dynamics and typically
assume each document belongs to a single
topic, which may not fully capture multi-topic
documents (Islam, 2025).

A third, rapidly evolving approach
leverages large language models (LLMs) such
as GPT-4, which can perform topic induction
and labeling in a zero-shot setting. These
models are trained on vast text corpora using
transformer architectures, enabling them to
generate topic descriptions and thematic
summaries directly from raw text without
requiring training on the target corpus. The
strength of LLMs lies in their ability to
produce linguistically fluent and contextually
rich topic labels. However, concerns persist
regarding their stability, transparency, and
vulnerability to biases inherited from training
data, as well as their tendency to generate
hallucinations (Mu et al., 2024a).
Additionally, their outputs may exhibit greater
topical overlap and weaker structural
separation compared to probabilistic or
embedding-based methods (Mu et al., 2024a).
Other challenges introduced by LLMs include
API costs, rate limits, and the dependence of
topic extraction quality on prompt accuracy.

Despite the widespread adoption of
topic modeling across various disciplines, few
studies have systematically compared these
methodological approaches specifically in the
context of analyzing scientific literature. Most
existing evaluations focus on general-purpose
datasets or single modeling families, limiting
our understanding of how different methods
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perform  on  domain-specific  corpora.
Furthermore, although Al in dentistry
represents a promising case for thematic
mapping due to its interdisciplinary nature
and rapid growth, it has yet to be examined
through a comprehensive, multi-method topic
modeling analysis.

To address these gaps, this study applies
and compares three topic modeling
approaches to a curated corpus of 3,170 peer-
reviewed abstracts on Al in dentistry,
published between 2019 and 2025. The
methods include: 1) structural topic modeling
(STM) to analyze topic prevalence and
temporal  trends; 2) embedding-based
clustering using the Leiden algorithm to
group semantically similar documents in
high-dimensional space; and 3) zero-shot
GPT-based topic modeling, which generates
topics and their brief descriptions directly
without requiring model training.

To evaluate and compare the outputs of
these methods, we developed a blended
similarity framework for aligning topics
across models and assessing their quality. At
the topic level, this framework combines two
complementary similarity measures: TF-IDF-
based cosine similarity, which quantifies
lexical overlap between topics by weighting
terms according to their frequency and
distinctiveness  within the corpus; and
embedding-based semantic similarity, which
captures  contextual and  conceptual
relationships between topics by comparing
their vector representations in a high-
dimensional semantic space. By integrating
these measures, we account for both surface-
level lexical matches and deeper semantic
connections, enabling more robust cross-
model topic alignment.

At the document level, we introduce a
consensus score that evaluates how
consistently  different  models  assign
documents to corresponding topics. This
metric combines structural overlap measured
by the Jaccard index of document sets with
semantic fit, assessed through embedding-
based similarity between shared documents
and candidate centroids. This approach

ensures that topics deemed “aligned” at the
lexical-semantic level also demonstrate
coherence in their document memberships.

This comparative design enables us to
evaluate not only the internal coherence and
distinctiveness of topics produced by each
method but also their ability to capture
temporal trends and domain-specific themes.
The Al-in-dentistry corpus serves as a
practical testbed for methodological insights
with broader implications for topic modeling
in specialized scientific fields. This study is
guided by the following research questions:

1. How do probabilistic, embedding-
based, and LLM-based topic modeling
methods differ in the thematic structures they
generate from domain-specific scientific
abstracts?

2. Which methods are most effective for
producing compact, distinct, and interpretable
topics in the context of Al applications in
dentistry?

3.To what extent do the topics
identified by different methods overlap or
diverge, and how can cross-model alignment
of these models contribute to a consensus
view of the field’s thematic landscape?

4. How do the identified topics evolve
over time?

2. LITERATURE REVIEW

Topic modeling methods such as Latent
Dirichlet Allocation (LDA), Non-negative
Matrix Factorization (NMF), and Structural
Topic Models (STM) are fundamental
techniques in natural language processing
(NLP). These methods have long been
employed to automate literature reviews by
identifying thematic structures within large
corpora, enabling the rapid detection of
research topics and their evolution over time.
They offer scalable alternatives to manual
coding, which is particularly valuable when
analyzing hundreds or thousands of
documents. Introduced by Blei et al. (2003),
LDA remains one of the most widely used
techniques, especially in systematic literature
reviews and bibliometric analyses (Ogunleye
etal., 2025).
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One of the most popular traditional
approaches to topic modeling is the Structural
Topic Model (STM), which enhances LDA by
incorporating document-level covariates (e.g.,
year, metadata) to model how topic
prevalence and word usage vary across groups
(Roberts et al., 2019). STM s actively used
for trend analysis, which is especially
important for scientific literature reviews
(Sakar and Tan, 2025; Ogunleye et al., 2025).

BERTopic is widely used for topic
modeling in scientific literature (Wu et al.,
2024). Benz et al. (2025) compared the results
of LDA and BERTopic applied to the same
dataset of scientific articles (n = 34,797) and
found that, despite differences in their
methodologies, both LDA and BERTopic
generate topic spaces with a similar overall
structure. However, significant differences
emerge when examining specific
multidimensional  concepts.  Additionally,
Jung et al. (2024) evaluated four topic
modeling methods (LDA, Nonnegative
Matrix  Factorization, Combined Topic
Models, and BERTopic) and demonstrated
that the BERT-based model outperformed the
others in terms of both topic diversity and
coherence.

However, manual labeling of topics
remains a bottleneck in scaling such reviews.
Topic models generate outputs as keyword
lists, which require manual interpretation for
labeling. This process is labor-intensive,
subjective, and difficult to scale, especially
for dynamic corpora like scientific literature.

In response, researchers have explored
LLM-powered summarization and topic
assignment, demonstrating improved labeling
quality and reduced subjectivity. For example,
Kozlowski (2024) proposes assessing the
reliability of three LLMs (Flan, GPT-40, and
GPT-4 Mini) for topic labeling in scientific
literature. His findings indicate that both GPT
models can accurately and precisely label
topics based on the models’ output keywords.
Additionally, three-word labels are preferred
to better capture the complexity of research
topics.

With advancements in natural language
processing and artificial intelligence, large
language models, such as OpenAl’s
ChatGPT, have opened new avenues for
analyzing extensive scientific literature.
Numerous methods for topic extraction have
been developed based on LLMs (for example,
GPTopic by Reuter et al. (2024)). These tools
facilitate the efficient extraction and analysis
of information from publications, including
the identification of study areas, research
topics, and methodological approaches (Hu et
al., 2025; Lee et al., 2024; Sharma and
Wallace, 2025).

Riaz et al. (2025) compare LDA with
advanced transformer-based models such as
BERT and GPT. They propose integrating
BERT with extra long-term memory
networks, specifically XLNet, as a promising
approach. Similarly, Mathis et al. (2024)
evaluate the effectiveness of an open-source
LLM against traditional human thematic
analysis in processing qualitative interviews
within a psychiatric context. Their study
demonstrates that open-source LLMs can
effectively generate robust themes from
qualitative data, achieving a high degree of
similarity to those produced by human
analysts.

Despite growing interest, there remains
limited research comparing the use of LLMs
in thematic analysis compared to human
coding and traditional topic modeling
techniques.  Furthermore, while LLMs,
including those employed in GPTopic, offer
flexibility and zero-shot capabilities, they
often struggle to maintain topic granularity
and tend to produce overlapping or redundant
topics. In contrast, traditional methods, such
as LDA and the BERT-based models remain
consistent and reliable, generating coherent
topics without hallucinations. This makes
them highly adaptable across various domains
without requiring extensive fine-tuning (Mu
et al., 2024b).

Since no single method can fully
capture the topical structure of a text
collection, combining traditional and LLM-
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based topic modeling techniques can be
advantageous. However, this integrated
approach remains underutilized in studies
analyzing scientific abstracts. For instance,
Meng et al. (2024) integrated LLMs and topic
modeling methods, including GPT and
BERTopic. Mahmoud et al. (2025) developed
a method to identify trends in a large dataset
of 76,689 research papers by first embedding
the texts using SBERT, followed by
dimensionality reduction with PCA and
UMAP, and then hierarchical clustering.
Subsequently, LDA was applied to detect
topics, which were automatically labeled
using the ChatGPT API. This combined
approach produced semantically meaningful
topics. A similar method was employed by
Tarek et al. (2024), who used HDBSCAN on
SBERT embeddings, followed by LDA
applied to each cluster. The OpenAl “gpt-3.5-
turbo-0125" model was utilized to summarize
the abstracts.

In summary, integrating LLMs into
topic modeling workflows marks a significant
advancement in tackling the longstanding
challenges of interpretability, consistency, and
human validation. However, it is essential to
compare their performance with traditional
topic modeling methods in the analysis of
scientific abstracts, as only a limited number
of studies have focused on this type of text.

The volume of literature on Al in
dentistry is rapidly increasing (Shirani, 2025;
Xie et al., 2024); however, to our knowledge,
no study has yet applied topic modeling
analysis to this expanding field. Numerous
systematic reviews exist — for example,
Shirani (2025) showed that 244 out of 1,368
studies in his dataset are reviews — but most
are general and do not focus on specific Al
applications within particular disciplines
(ibid.). These reviews are typically narrative
in style and cover several decades of
publications. A few bibliometric reviews have
been conducted in this area (Shirani, 2025;
Xie et al., 2024; Zatt et al., 2024), but they
generally employ simple NLP methods, such
as keyword co-occurrence analysis using
VOSviewer (see also Allani et al., 2024; de

Magalhaes and Santos, 2025), combined with
manual coding (Shirani, 2025), or primarily
analyze publication metadata like authorship,
citations, and  keywords.  Traditional
bibliometric approaches often struggle to
effectively manage and analyze the vast
volume of literature, especially when
identifying specific research domains. In
contrast, advanced techniques — including
large language models and topic modeling —
can better reveal evolving research patterns
and priorities (Hu et al., 2025).

To the best of our knowledge, no prior
study has systematically applied topic
modeling methods to a curated dataset of
scientific abstracts on Al in dentistry. In this
context, dentistry offers a well-defined and
timely testbed for evaluating topic extraction
methods in a rapidly evolving applied
domain. Our study contributes
methodologically by demonstrating how
various approaches — structural topic model
(STM), embedding-based clustering, and GPT
zero-shot topic extraction — can be employed
to uncover key research themes and temporal
trends within a specialized corpus. To ensure
comparability across these diverse methods,
we further introduce a two-layer alignment
framework  that integrates  topic-level
similarity with document-level consensus,
enabling robust cross-model comparison.
Although the empirical focus is on dentistry,
the comparative framework we develop is
generalizable to other fields facing similar
challenges in mapping the thematic landscape
of Al research.

3. MATERIALS AND METHODS

3.1. Dataset construction

To investigate the thematic structure and
research trends in the application of artificial
intelligence within dentistry, we compiled a
domain-specific corpus by merging data from
two major bibliographic databases: Scopus
and Dimensions. This approach differs from
most previous reviews in the field, which
typically focus on a single database such as
Web of Science (W0S) or Scopus. Scopus was
selected for its status as one of the largest
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peer-reviewed abstract and citation databases,
providing high-quality metadata and abstracts.
Dimensions, on the other hand, is a widely
used open-access bibliometric platform that
offers exportable metadata, including citation
counts, affiliation details, and full abstract
information.

The search strategy involved a
comprehensive query incorporating common
Al terms, with an emphasis on the most recent
deep learning and NLP methods (e.g., “deep
learning”, “large language model”,
“multimodal fusion”) and dental research
keywords (e.g., “oral health”, “implant
dentistry™). Only English-language
documents published between 2019 and 2025
were included. The search was conducted on
July 23, 2025.

We selected 2019 as the starting point
because, according to our preliminary
analysis and other researchers who conducted
bibliometric studies using WoS, most papers
in this field were published after this year
(Shirani, 2025; Xie et al.,, 2024). These
studies reported a modest annual growth rate
in publications from 2000 to 2018, followed
by explosive growth beginning in 2019 (Xie
etal., 2024).

The query used for both databases was
designed to  comprehensively  capture
literature intersecting Al and dentistry: (**deep
learning™ OR "natural language
processing” OR NLP OR *large language
model”™ OR "LLM"™ OR ™transformer
model”™ OR "BERT™ OR "GPT" OR
"chatGPT" OR "multimodal model' OR
"multimodal fusion™ OR "multimodal
learning™ OR "vision language model' OR
"image based Al OR "'3D reconstruction"
OR 'segmentation model”™ OR "object
detection™ OR ™‘representation learning"
OR  "self-supervised learning™) AND
(""dentistry' OR "'dental™ OR "oral health™
OR ™oral cavity"™ OR "periodontology” OR
"periodontitis’" OR "‘prosthodontics™ OR

"endodontics” OR "orthodontics” OR
"dental caries” OR ™tooth decay”™ OR
"implant dentistry’* OR "dental diagnosis"
OR "dental radiology” OR *dental
imaging"’).

The Scopus dataset was exported as a
CSV file with UTF-8 encoding, and the
Dimensions data were similarly exported
using the platform’s metadata export tools. All
records were imported into R and cleaned
using the readr, dplyr, and stringr packages.
The two datasets were deduplicated based on
DOI strings, which were normalized by
converting to lowercase, trimming
whitespace, and removing common prefixes
(e.g., https://doi.org/) using regular
expressions. Records without abstracts were
excluded, and documents were filtered to
include only those containing more than 50
words to ensure semantic richness.

It is important to highlight that
Dimensions offers a valuable alternative for
researchers without access to subscription-
based databases. In our dataset (see Table 1),
1,857 abstracts (approximately 60.5%) were
found in both Scopus and Dimensions, while
659 (about 21.3%) were unique to Scopus and
752 (around 24.5%) were unique to
Dimensions. Based on these figures, we
estimate that Dimensions covers roughly
73.8% of the content indexed by Scopus,
whereas Scopus includes approximately
71.2% of the content indexed by Dimensions.
These findings emphasize the complementary
nature of the two sources and support their
combined use to achieve a more
comprehensive  retrieval of  Al-related
literature in dentistry.

After deduplication and filtering, the
resulting dataset contained 3,170 unique
abstracts, each linked to its unique DOI, title,
source, and publication year. It is freely
available in the accompanying GitHub
repository?.

1 https://github.com/Litvinoval984/Topic-Modeling-
for-Al-in-Dentistry/tree/main (accessed on August 10,
2025).
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Table 1. Summary Statistics of the Combined Dataset

Taoauna 1. Craructuka 0O IMHEHHOIO Jaracera

Initial With After | After Merging | g fina)
Source Records Abstracts Filtering for and filtering
DOI Deduplication
Dimensions 2710 2629 2609 3191 3170
Scopus 2649 2649 2514

This corpus serves as the foundation for
all subsequent topic modeling analyses. It
contains 478,257 tokens, with a mean
document length of 143 tokens and a median
length of 138 tokens.

It is should be noted that abstracts
were selected rather than full texts because
they are uniformly available across
publishers, provide comparable summaries
of research contributions, and allow for the
construction of a large, consistent dataset
suitable for systematic topic modeling
comparison.

3.2. Topic modelling approaches

To thoroughly investigate and assess the
underlying thematic structures in the literature
on Al in dentistry, we utilized and compared
three distinct topic modeling techniques. Each
method is based on a different algorithmic
framework, ranging from probabilistic
generative models to neural embeddings and
large language models. A detailed description
of each approach is provided below.

3.2.1. Structural Topic Modeling

To analyze topic prevalence and content
variation over time, we employed Structural
Topic Modeling (STM) using the stm R
package. We selected STM over other topic
modeling methods because it integrates
metadata, enabling us to examine how these
factors influence  topic prevalence.
Additionally, incorporating metadata
ehnhances the interpretability of the topics
(Roberts et al., 2019). The publication year
was included as a covariate in the prevalence
model.

Before conducting topic modeling, all
abstracts were thoroughly preprocessed to
ensure consistency and improve the

interpretability of the model. The entire
workflow was performed in R, using the
quanteda, stringi, and text2vec packages.

Abstracts were tokenized and cleaned
through several steps. First, all text was
converted to lowercase, and numerical tokens
were removed. Stopwords were eliminated
using the standard English stopword list
provided by quanteda, which we enhanced
with a domain-specific list of high-frequency
terms that do not aid in topic discrimination.

To better capture the multi-word
expressions common in our dataset, we
identified and combined collocations
(bigrams) using the textstat collocations
function from the quanteda.textstats package.
Bigrams were selected based on a minimum
frequency of 50 and a lambda value greater
than 3, resulting in 252 compound terms.
Examples include deep learning (n = 3,071, A
= 7.55), neural network (n = 717, A = 6.45),
and panoramic radiographs (n = 558, A =
6.13). These were incorporated into the token
stream using the tokens_compound function
from quanteda.

We deliberately avoided stemming and
lemmatization to preserve domain-specific
terminology, particularly technical
compounds and clinical expressions that are
essential for accurate topic interpretation.

The final document-feature matrix
(DFM) for STM modeling was generated
from the compounded token object, including
only features (unigrams and bigrams) that
appeared in at least 20 documents. This
frequency threshold yielded 2,623 unique
terms, striking a balance between vocabulary
richness and model sparsity.

We experimented with various numbers
of topics (K = 10 to 50), selecting the optimal
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value of K based on semantic coherence and
exclusivity metrics.

The key outputs of the STM analysis
include a ranked list of high-probability
words for each topic, a set of FREX words
that balance frequency and exclusivity to
improve interpretability, and a list of ten
representative  abstracts most  strongly
associated with each topic.

The posterior document-topic
probability matrix (0) was used to assign each
abstract to the topic with the highest
probability.

We also calculated the average
prevalence of each topic across the corpus,
providing insights into their overall thematic
prominence.

To enhance topic interpretability and
reduce the need for manual labeling, we
implemented GPT-based topic labeling, which
has proven to be an effective strategy
(Kozlowski, 2024). For each topic in the final
STM model, we provided the language model
(GPT-40) with the top 10 FREX terms and the
three most representative abstracts for that
topic (as output by STM), along with a
prompt requesting a short topic label (1-3
words) and a brief description (one sentence).

The labeling process employed a
structured prompt to ensure consistency and
clarity (see Figure 1). For reproducibility, the
exact prompts and representative model
outputs are available in the accompanying
repository.

Figure 1. Prompt for topic labeling via GPT-40 (STM)
Pucynox 1. I[IpoMT /i1 HAUMEHOBAHUS TOITUKOB C MCIOIb30BaHueM Mojiean GPT-40 (STM)

get_stm _gpt_label <- function(topic_id, top_words, abstracts, total_topics

prompt <- pastel(
"You are a scie

on of what this topi
of ", total topics, ". Your

"He sentative abstracts:\n",

"\n\nFormat your reply as:\nTopic Label: <LABEL>\nDescription:

3.2.2. Embedding-Based Topic
Modeling Using Leiden Clustering

To complement the STM approach and
offer an alternative = embedding-based
clustering method, we applied Leiden
community detection to document
embeddings. Each abstract was embedded
using  OpenAl’s text-embedding-3-small
model, producing a 1,536-dimensional vector
per abstract. The embeddings were retrieved
via APl and cached locally. These
embeddings capture semantic relationships
and offer a high-dimensional representation
ideal for clustering and similarity analysis.

To construct a neighborhood graph for
clustering, we wused Uniform Manifold
Approximation and Projection (UMAP) with
n_neighbors set to 15, min_dist set to 0.1, as
these parameters effectively balance the

paste (abstracts, collapse

<ONE SENTENCE>"

30) ¢

-3 words) that uniquely describes this topic,

preservation of local structure with global
interpretability.

We performed Leiden clustering using
the leidenbase package, accessed via the
igraph and uwot UMAP interfaces, on a k-
nearest neighbor graph constructed from the
reduced embeddings. This approach parallels
the BERTopic pipeline in structure but
employs a graph-based clustering method
instead of the density-based HDBSCAN
algorithm used in BERTopic. The Leiden
method offers improved resolution control
and yields more stable clusters, particularly in
high-dimensional spaces.

This method, similar to BERTopic,
involves  three stages: (i)  grouping
semantically similar documents within the
embedding space, (ii) clustering these groups,
and (iii) extracting representative keywords
using class-based TF-IDF. The key difference
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lies in the clustering step: while BERTopic
utilizes density-based clustering
(HDBSCAN), the Leiden algorithm identifies
communities within a graph representation.
This approach offers greater control over
resolution and stability, particularly in high-
dimensional spaces with varying density.
Additionally, the Leiden method integrates
seamlessly with our R-based workflow and
enables direct comparison with STM by using
the same GPT-generated topic labeling
technique.

We chose Leiden clustering over
BERTopic because it provides greater stability
and better resolution control, especially when
handling variable densities in  high-
dimensional embedding spaces (Shapurian,
2024).

While STM assigns each document a
probabilistic mixture of topic proportions
across 30 latent topics, the Leiden clustering
method partitions the corpus into distinct
groups, with each document assigned to
exactly one semantically coherent cluster
based on its position in the UMAP-projected
embedding space. STM topics are model-

derived latent themes optimized to explain
word co-occurrence patterns within the
corpus, whereas Leiden clusters represent
semantic  proximity in the contextual
embedding  space, highlighting  how
documents relate to one another based on
large language model representations.

Overall, Leiden clustering complements
STM by providing an embedding-level
perspective on document similarity that is
independent of word frequency modeling.
This approach facilitates the comparison and
cross-validation of topics and offers an
alternative framework for downstream tasks
such as zero-shot labeling, cluster-level
summarization, and alignment with GPT-
generated topic descriptors.

We also performed GPT-based cluster
labeling. For each topic in the final model, we
provided GPT with the top 10 representative
keywords calculated using class-balanced
TF-IDF, three abstracts, and a prompt
requesting a short label (1-3 words) along
with a brief description (one sentence) for
each cluster (see Figure 2).

Figure 2. Prompt for topic labeling via GPT-40 (embedding-based model)
Pucynok 2. IlpoMT 11 HaWMEHOBaHUS TONHMKOB C Hcmonb3oBanueM Moaenu GPT-40

(xyacTepu3anyst SMOEAMHIOB)

get gpt_label distinct <- function(cluster_ id, top words, abstracts, total clusters

prompt <- paste0(
"You are

", paste(abstracts, collapse

3.2.3. Zero-shot
Modeling

Inspired by TopicGPT (Pham et al.,
2024), we utilized GPT-40 in a zero-shot
setting to generate interpretable topics directly

LLM-based  Topic

>f ", total_clusters, ". Your

y ic Label: <LABEL>\nDescription: <ONE SENTENCE>"

32) |

iewing scientific document clusters in dentistry and AI.\n\n",

from the corpus without requiring predefined
topics or model training. The corpus was
divided into 159 batches, each containing 20
abstracts, and each batch was submitted to
GPT-40 using a structured prompt (Figure 3).
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Figure 3. Prompt for topic exraction via GPT-40

Pucynox 3. [IpoMT 117151 M3BJICUCHHS TOITUKOB ¢ MUCTONIb3oBaHKeM moaenu GPT-40

STEP 2: Make GPT ¢ mpt from abstr
make prompt <- function(texts katch) {
joined texts <- paste(texts batch, collapse

prompt_text <- paste(

list(list (role "user", content prompt_text))
1

A total of 417 local topics were
extracted. To minimize redundancy and
facilitate comparison across methods, we
embedded each GPT-generated topic profile
(including label, keywords, and description)
using 1,536-dimensional OpenAl
embeddings. We then applied k-means
clustering (k = 30) to these embeddings to
consolidate them into global topics. Each
resulting cluster was labeled by GPT and
stored as a topic profile by combining the
final label, keywords, and description.

Topic labels generated by each of the
three  approaches  were independently
evaluated by three human annotators (the
authors). All labels received high ratings (4-5
on 1-5 scale) from each annotator and were
retained for downstream analysis.

3.2.4. Cross-Approach Comparison

To facilitate cross-model comparison
and downstream interpretation, we mapped
topics from the STM and embedding-based
clusters into a common GPT topic space. This
approach enabled unified labeling, visual
alignment, and consistent topic tracking
across models. To compare and consolidate
topic assignments from STM, GPT-extracted
topics, and embedding-based clusters, we
employed a two-stage process: (1) topic
alignment and (2) document-level consensus
labeling.

In the first stage, we focused on
aligning the topics themselves, independent of
document assignments. Using STM topics as
the reference set, each topic was compared to

() $(B)y _ 1 (A) ¢(B) (A) +(B)
Stopic (t/V, %) = 2(cosyr_ipr (£, /) + coSempedding (£, %)

i

all topics from GPT and embedding-based
clustering through three complementary
similarity measures: TF-IDF cosine similarity,
embedding-based cosine similarity, and a
blended similarity score, as described below.

1. Topic Representation Construction.
Each topic, derived from STM, Embeddings,
and GPT, was represented in two ways: a) a
textual profile, which combined the topic
label, top keywords (such as FREX words or
TF-IDF terms), and a description; and b) a
semantic embedding profile, generated by
computing a 1,536-dimensional OpenAl text-
embedding-3-small vector based on the
textual profile. This approach enables the
calculation of high-dimensional semantic
similarity between topic descriptions.

2. Similarity Metrics. To compare topic
pairs across models, we calculated two types
of similarity measures: (1) TF-IDF cosine
similarity, where we constructed TF-IDF
vectors for all topic profiles using a shared
vocabulary and computed pairwise cosine
similarities between each pair of approaches;
and (2) embedding cosine similarity, where
we used OpenAl embedding vectors for the
topic profiles to compute semantic cosine
similarities between topics. For each pair of
approaches  (STM<—GPT, STM«<—EMB,
GPT—EMB), we computed the full all-pairs
matrices of TF-IDF cosine and embedding
cosine similarities between topic textual
profiles and combined them into the Blended
Topic  Similarity ~ Score  (BlendSim)
(Equation 1):

!

7)) (Equation 1)
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t-(A) t-(E) . . .
where % % are topics i and j from

approaches A and B, costripr IS a cosine
similarity between TF-IDF vectors of the
textual profiles, COSembedding 1S @ coOSine
similarity between embedding vectors of the
textual profiles. The factor 1/2 indicates equal
weighting of the two components.

While Equation (1) provides a topic-
level alignment score based solely on textual
profiles, it does not guarantee agreement at
the document level. Two topics may appear

Shiend (4, B) =

Here, J(A,B) denotes the Jaccard index
of the document sets assigned to topics A and
B. The semantic component cos(A,B) is the
mean cosine similarity between the L2-
normalized embeddings of documents in the
intersection CaNCg and the centroid of topic
B (defined as the normalized mean of its
document embeddings). If no documents
overlapped, the cosine term was set to zero.
We fixed wi;=wes=0.5 to weight both
components equally, and each STM topic was
aligned to the candidate topic with the highest
score; documents then inherited this aligned
label.

Importantly, Eqg. (2) serves not only
as a similarity measure but also as the
operational basis for consensus topic
assignment: it determines which candidate
topic provides the best match, and all
documents inherit this unified label for
further analysis.

We then assessed the consistency of
consensus topics across the three modeling
approaches. At the document level, we
identified three categories of alignment:
topics were considered stable if the STM,
GPT, and embedding-based assignments all
converged on the same GPT-space label for a
document; partially aligned topics were those
where STM agreed with exactly one other
model (either GPT or embedding-based), but
not both; and method-specific topics were

wy - J(A,B) 4+ W - cos(A, B)

lexically and semantically similar, yet group
different sets of documents. To establish a
document-level consensus, we therefore
define a second metric, the Document
Consensus Score (DocCons) Sblend, Which
combines structural overlap, measured by the
Jaccard index of document sets, with semantic
fit, measured as the mean cosine similarity
between shared documents and the candidate
topic’s centroid (Equation 2):

" (Equation 2)

those related to documents for which no
alignment was observed across the methods.

To evaluate model performance, we
employed several quantitative metrics to
assess both internal quality and inter-topic
distinctiveness. Compactness was measured
using the mean Euclidean distance to each
topic’s centroid (mean_own_dist),
representing the average distance between
each document and its assigned topic
centroid—Ilower values indicate tighter topic
clusters. Additionally, we calculated the mean
cosine similarity to the assigned centroid
(mean_own_cos), where higher values reflect
greater semantic coherence within topics. To
assess topic separation (distinctiveness), we
computed the mean nearest-neighbor centroid
distance (mean_nn_other_dist), which is the
average Euclidean distance from each topic
centroid to its closest neighboring centroid;
higher values suggest better topic separation.
We also measured the mean margin
(mean_margin), defined as the difference
between a document’s distance to its own
topic centroid and to the nearest other
centroid—higher margins indicate that
documents are both close to their own topic
and well separated from competing topics.
Furthermore, we included standard metrics
such as the Davies—Bouldin Index (DB) and
the Dunn Index, which capture the ratio of
intra-topic  compactness to  inter-topic
separation.
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In this context, a “centroid” does not
represent a geometric figure with a
homogeneous or symmetric shape but simply
the average vector of all document
representations assigned to a topic. Each topic
thus corresponds to a cloud of points in high-
dimensional  space, which may be
heterogeneous and anisotropic. The centroid
serves as a representative point to summarize
this set and to compute compactness and
separation metrics. Distances were measured
using Euclidean norms on L2-normalized
vectors, which are directly related to cosine
similarity. This approach provides an
interpretable and computationally efficient
approximation of intra-topic cohesion and
inter-topic distinctiveness without assuming
geometric symmetry of the clusters.

This multi-metric evaluation framework
enabled us to objectively compare STM,
embedding-based, and GPT-based topics in
terms of both internal coherence and semantic
distinctiveness.

3.2.5. Trend analysis across models

To evaluate how the research focus
evolved over time, we applied a consistent
procedure across all three modeling
approaches: STM, embedding-based
clustering, and GPT-derived topics.

For STM topics, we determined the
number of documents in which each topic was
dominant for each publication year, defining
dominance as the highest STM probability
within a document. For each topic, we
constructed yearly time series of (i) dominant
document counts and (i) mean STM
probabilities.  Temporal changes  were
quantified by fitting simple linear regressions
of each metric against publication year, with
slope coefficients extracted as trend estimates.
Trends were classified as increasing (1),
decreasing (), or stable () depending on
whether  slopes  exceeded  predefined
thresholds (+0.0005 for probability; =+0.5
documents per year).

These thresholds were selected to
capture changes that are small enough to be
statistically detectable over our time span, yet

large enough to be practically meaningful
(e.g., an average shift of at least half a
document per year or a consistent increase of
>0.5 percentage points in topic probability
over a decade). A topic was defined as
emergent if both STM probability and the
dominant document counts exhibited positive
slopes exceeding the threshold.

For embedding-derived clusters, topic
prevalence was measured as the mean cosine
similarity between each document and the
centroid of its assigned cluster for each
publication year, along with the number of
documents assigned to each cluster. Cosine
similarity captures the semantic alignment of
documents with the cluster core, analogous to
STM topic probabilities. Yearly averages of
both metrics were regressed on publication
year, and the slope coefficients provided
quantitative estimates of temporal trends.
Unlike STM probabilities, cosine similarities
do not sum to one across clusters; however,
their changes over time (A) are interpretable
in parallel with STM prevalence.

For GPT-derived topics, we used two
indicators: the mean document-centroid
cosine similarity per year and document
frequency. Regression-based slope estimates
of these annual metrics allowed us to classify
GPT topics as increasing, decreasing, or
stable.

For the visualization and interpretation
of thematic trends, we based the analysis on
STM—GPT blended mapping.

For visualization, yearly proportions
were smoothed wusing locally estimated
scatterplot smoothing (LOESS) with a span of
0.75. LOESS provides a nonparametric
regression fit that highlights overall temporal
patterns while reducing noise from year-to-
year fluctuations.

4. RESULTS

4.1. Structural topic modeling

We experimented with a range of topic
numbers (K = 10 to 50) and selected K = 30
as optimal based on three criteria: 1) plateaus
in held-out likelihood and residuals, both of
which stabilize around K = 30; 2) stabilization
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of semantic coherence and exclusivity, noting
that semantic coherence declines sharply from
K = 10 to 20 but remains relatively stable

after K = 30,
increasing K further;

indicating no benefit in
and 3) qualitative

with newer methods.
All

metrics

yexpressing  dynamic
trends of STM topics were tabulated in a
dynamic trend table (Table 2) and visualized
(Figure 2S) to enable direct comparison

interpretability of topics (see Figure 1S). This between  model-based prevalence and
model serves as the baseline for comparison observed document-level dominance.
Table 2. Top 10 Most Dynamic STM Topics
Ta6auna 2. 10 Hanbosiee AMHAMUYHBIX TeM (Moaeiab STM)
A Doc A STM Doc STM Doc
Rank Topic Label Count STM | Prob Count Prob Count [Emergent
Prob | Slope Slope Trend | Trend
1 Al Integration | 92 0.21 |0.066 34.1 1 TRUE
Challenges
2 Dental Caries|61 0.052 |0.003 6.214 1 TRUE
Detection
3 Deep Learning |56 0.093 (-0.014 9.657 l FALSE
Model Performance
4 Systematic Al |52 0.07 |0.008 7.571 1 TRUE
Review
5 Multi-View 48 0.08 |-0.009 8.5 ! FALSE
Segmentation
6 Panoramic 46 0.104 |-0.006 5.286 ! FALSE
Radiograph Analysis
7 Tooth Segmentation |45 0.172 |0.025 7.929 1 TRUE
Techniques
8 Chatbot  Response |42 0.223 {0.028 8.786 1 TRUE
Evaluation
9 Dental Al |40 0.086 |-0.005 3.929 ! FALSE
Applications
10 Dental Image |27 0.159 |0.008 4.107 1 TRUE
Detection

The topics highlighted in red (Panel A)
and green (Panel B) in Figure 2S can be
classified as emergent, as they exhibit
consistent upward trends in both STM topic
prevalence and real-world  document
dominance.  Notably, Al Integration
Challenges, Chatbot Response Evaluation,
Dental Image Detection, and Tooth
Segmentation  Techniques show clear
concurrent increases in both dimensions,
indicating rapidly growing attention in the

field. These topics, with synchronized growth
in both measures, may represent emerging
research frontiers in Al applications in
dentistry, according to STM classification.
Additionally, Dental Caries Detection and
Systematic Al Review demonstrate an
increasing number of documents and a slight
rise in topic prevalence.

Some topics exhibit a mismatch
between their model-based importance and
actual publication activity, unlike clearly
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emerging topics. For instance, Deep Learning
Model  Performance and Panoramic
Radiograph ~ Analysis  demonstrate  an
increasing number of documents over time,
yet their average importance is slightly
declining. This indicates that while more
papers mention these topics, they are often
used in a supporting or technical capacity
rather than as the primary focus of the study.

4.2. Embedding-based clustering

To identify the optimal number of
semantic clusters within the UMAP-projected
embedding space, we applied Leiden
clustering across a range of resolution values
from 0.5 to 1.5, resulting in 24 to 38 clusters.
As illustrated in Figure 3S, lower resolution
settings (e.g., 0.5) produced overly coarse
groupings, with some clusters covering broad
and visually heterogeneous regions. In
contrast, higher resolutions (e.g., 1.5) caused
excessive fragmentation, generating
numerous small or marginal clusters with
limited separation and semantic
distinctiveness.

A resolution of 1.0, which generated 33
clusters, provided the optimal balance
between granularity and interpretability. At
this setting, the clusters appeared visually
compact and well-separated in the UMAP
space, exhibiting minimal overlap and strong
internal  cohesion.  This  configuration
prevented over-partitioning while effectively
capturing meaningful thematic distinctions
throughout the corpus. Additionally, a
resolution of 1.0 aligned with the natural
semantic structure of the data, facilitating
cluster-level labeling and trend analysis
without introducing excessive noise or
sparsity in cluster sizes.

Therefore, we chose the 33-cluster
solution as the most stable and interpretable
representation of the embedding-based
semantic structure, which serves as a
foundation for downstream topic labeling and
comparison with STM-derived topics.

To analyze topic dynamics in the
embedding-based model, we calculated the
average cosine similarity between each

document and its assigned cluster centroid for
each publication year. This metric measures
the semantic closeness of a document to its
cluster, with higher cosine similarity values
indicating a stronger alignment with the core
semantics of the topic.

This approach is conceptually similar to
how STM-derived topic probabilities indicate
the degree of association between a document
and a topic. While STM probabilities are
normalized outputs from a probabilistic
generative model, embedding-based cosine
similarities measure angular closeness in a
high-dimensional semantic space. Both
metrics capture topic-document relevance,
and averaging them over time offers an
effective proxy for tracking topic prevalence
trends in the literature.

It is important to note that cosine
similarities do not sum to 1 across all clusters,
unlike STM topic probabilities. Therefore,
although the absolute values of these metrics
are not directly comparable, the direction and
magnitude of their temporal changes (A) can
be meaningfully interpreted in parallel.

This approach enables us to consistently
evaluate and compare semantic topic trends
across different modeling methods by
analyzing the evolution over time of the mean
document-level cosine similarity per cluster
(similar to STM prevalence) and the number
of dominant documents per cluster
(see Table 3 and Figure 4S).

Dental LLM Evaluation and Dental Al
Chatbot Evaluation have shown significant
increases in both the average topic probability
and the number of dominant documents from
2022 to 2023. This trend highlights the rapid
emergence of new focus areas within LLMs
and conversational Al applications in
dentistry. The simultaneous rise observed in
both evaluations suggests that these topics are
gaining popularity as well as conceptual
coherence.

Al-Enhanced Orthodontics and CBCT
Segmentation Accuracy have shown a steady
increase in the number of documents over
time, accompanied by gradual but consistent
improvements in cosine similarity. These
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trends highlight a growing interest and a
clearer conceptual understanding of imaging-
based Al topics. The simultaneous rise
suggests that these areas are becoming both
more prevalent and better defined.

Caries Detection Models exhibits a
significant rise in the number of documents,
yet the average cosine similarity shows only
modest or minimal change. This likely
indicates a wider range of coverage within
this topic across diverse subfields, resulting in
less concentrated semantic clustering.

CBCT Artifact Reduction demonstrates
relatively stable or even declining semantic

Table 3. Top 10 Most Dynamic Embedding Topics
Tab6umuua 3. 10 Hanbonee TMHAMUYHBIX TeM (MOAETh SMOETUHTOB)

A
Embedding (A
Rank|Topic Label |Count
Periodontal
Al
1 Diagnostics
Al-Enhanced
2 Orthodontics |56
Caries
Detection
3 Models
CBCT
Segmentation
4 Accuracy
Dental LLM
5 Evaluation
Dental
Chatbot
6 Evaluation
Dental
Implant
7 Diagnostics |42
Radiographic
Al
8 Diagnostics |40
Panoramic
Tooth
9 Segmentation|37
CBCT
Artifact
Reduction

Docl|A_
Emb_cos|(Slope)

66 0.028 0.004

0.038 0.007

55 0.029 0.003

54 0.02 0.002

48
Al

0.102 0.023

44 0.12 0.018

0.06 0.007

0.014 0.001

0.018 0.001

10 30 0.032 0.003

Emb_cos|A Doc Count/Emb
Slope

11.68 1

8.25

6.29

9.39

9.28

7.75

5.79

6.36

5.46

-0.13

alignment, accompanied by a plateau in the
number of documents. This trend may suggest
that the research area is reaching maturation

or saturation, resulting in fewer novel
contributions.

Topics such as Radiographic Al
Diagnostics, Panoramic Tooth
Segmentation, and Periodontal Al

Diagnostics demonstrate consistent, gradual
growth across both panels. These areas likely
represent well-established fields with steady
progress rather than sudden, breakthrough
trends.

Doc
Cos|Count

Trend Trend |[Emergent

1 TRUE

TRUE

1 1 TRUE

1 1 TRUE

TRUE

1 1 TRUE

1 1 TRUE

1 1 TRUE

TRUE

FALSE
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These trends indicate that embedding-
based clustering effectively captures both
emerging innovations and  established
subfields. Notably, topics related to large
language models and interactive Al tools,
such as chatbots, are exhibiting clear signs of
rapid thematic consolidation and increasing
publication volume. At the same time,
imaging-related topics like cone-beam
computed  tomography (CBCT) and
segmentation remain prominent and stable,
although some may be approaching
saturation.

As shown in Panel A of Figure 4S,
several embedding clusters exhibit increasing
average cosine similarity over time, reflecting
patterns observed in STM topic probabilities.
This  suggests a growing thematic
convergence in both modeling approaches. It
is important to note that while the embedding
model reveals some fine-grained clusters
compared to STM, it also occasionally
separates semantically similar topics into
different clusters.

4.3. GPT-based topic extraction

To complement the STM and
embedding-based topic models, we employed
a zero-shot, LLM-based topic modeling
approach using GPT-40 to generate topics

directly from scientific abstracts. Abstracts
were organized into batches of 20 documents
each, and GPT was prompted to produce three
distinct topic descriptions per batch. Of the
159 total Dbatches, 139 (88%) were
successfully processed, yielding 417 batch-
level topics that summarize 2,780 abstracts.

To minimize semantic redundancy among
GPT-generated topics such as paraphrased
labels representing similar themes, we
embedded each topic’s label and description
using OpenAl’s embedding model. Since graph-
based Leiden clustering yielded only a few
communities (6-7) at reasonable resolutions
(0.5-1.5), we applied K-means clustering with
k=30 to achieve a higher-resolution partition
better suited for downstream comparison. Each
global cluster was then labeled and summarized
using GPT, resulting in unified topic labels,
descriptions, and representative keywords for
easier interpretation.

To assess thematic trends in GPT-
derived topics, we analyzed changes over
time in both average topic prevalence
measured as the mean cosine similarity
between each document and its assigned
cluster centroid for each publication year and
document frequency, defined as the number of
documents assigned to each topic (see Table 4
and Figure 5S).

Table 4. Top 10 Most Dynamic Embedding Topics (GPT-based)
Ta6auna 4.10 HauGonee TuHAMUYHBIX TeM (Monens GPT)

A
GPT Topic A Doc Document
Rank Label Count A_Cos Count
(Slope)
Advanced
Dental Image
Segmentation
1 Techniques |45 0.042 | 10.607
Al-Enhanced
Dental
Imaging and
2 Diagnostics |43 0.022 |9.429
Al in Dental
Diagnostics
and
3 Treatment |43 -0.021|7.571

A Mean
Cos GPT Cos Doc Count Emergent
Trend Trend
(Slope)
0.006
0 0 TRUE
0.003
0 0 TRUE
-0.001
l 1 FALSE
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Al-Driven

Dental

Disease
4 Diagnostics |40 0.04 |10.214

Al

Integration in

Dental

Education
5 and Practice 40 0.012 |7.59

Deep

Learning in

Dental

Imaging and
6 Diagnostics |35 0.004 |6.214

Al-Driven

Dental

Diagnostics

and
7 Treatment |32 0.089 |6.893

Al-Driven

Oral Cancer

Detection

and
8 Diagnosis |30 0.002 8.5

Al in

Orthodontics

and

Maxillofacial
9 Analysis 25 0.029 |5.393

Automated

Orthodontic

and Forensic

Image
10 |Analysis 21 -0.078 6.464

Several topics demonstrated a consistent
increase in both prevalence and frequency,
including  Advanced Dental Image
Segmentation Techniques, Al in Dental
Diagnostics and Treatment, and Deep
Learning in Dental Imaging and
Diagnostics. These patterns suggest sustained
and expanding interest. Other topics, such as
Automated Orthodontic and Forensic Image
Analysis, exhibited high average relevance
despite fewer documents, indicating a more
specialized yet focused research trajectory.
Al-Driven Dental Disease Diagnostics
showed strong topic probability with several
document frequency peaks, reflecting a
maturing area that retains scientific relevance.

0.006

0,003

0.002

0.015

0.001

0,009

-0.003

1 1 TRUE
1 1 TRUE
1 1 TRUE
1 1 TRUE
1 1 TRUE
1 1 TRUE
! 1 FALSE

Fluctuating trajectories were observed
for topics such as Al in Orthodontics and
Maxillofacial Analysis, which peaked around
2023-2024, and Al-Driven Oral Cancer
Detection and Diagnosis, which showed
recent increases in document count but less
consistent  prevalence trends.  Notably,
Al Integration in Dental Education and
Practice emerged prominently post-2022 in
both metrics, underscoring the growing
interest in educational and clinical adoption of
Al technologies.

Together, these results highlight both
expanding thematic areas and focused
research niches within Al applications in
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dentistry, as captured by GPT-based zero-shot
topic modeling.

4.4. Topic Model Quality

To evaluate the internal quality of topic
assignments, we systematically assessed the
compactness, distinctiveness, and redundancy
of the clusters generated by three different
topic modeling approaches.

Across all quantitative clustering
metrics, STM outperformed the other
methods in terms of topic compactness,
coherence, and separation. It achieved the
lowest mean Euclidean distance to centroids
(mean_own_dist = 0.225) and the highest
cosine similarity (mean_own_cos = 0.775),
indicating the most internally consistent
topics. Additionally, STM recorded the
highest positive separation margin
(mean_margin = 0.013) and the best
silhouette score (mean_sil = 0.056),
demonstrating an optimal balance between
within-topic cohesion and between-topic
distinctiveness. Its Davies—Bouldin (8.40) and
Dunn (0.063) indices further confirmed the
robustness of the cluster quality.

The embedding-based Leiden clustering
method ranked second on most metrics,
generating  moderately compact  topics
(mean_own_cos = 0.765) while preserving
positive separation (mean_margin = 0.004),
albeit with slightly more overlap compared to
STM.

In contrast, zero-shot GPT-based topic
modeling demonstrated weaker internal
cohesion (mean_own cos = 0.751) and a
negative separation margin (mean_margin = —
0.005), indicating that, for some topics,
documents were closer to a different centroid
than their own. This was reflected in its
lowest silhouette score (—0.014) and the
poorest cluster validity indices (DB = 13.75;

Dunn = 0.041), suggesting significant overlap
among GPT-generated topics despite their
interpretive clarity.

Overall, these metrics show that STM
generated the most compact and well-
separated topic structures, followed by the
embedding-based approach. In contrast, GPT-
based clustering was less structurally distinct
and more susceptible to thematic redundancy.
These findings are visually summarized in
Figure 4, which compares compactness (mean
document—centroid distance and silhouette),
and distinctiveness (DB and Dunn indices)
across models. Together, the results support
STM as the most robust model for delineating
clear, compact topics in this domain.

To statistically assess differences in
clustering quality across approaches, we
performed one-way ANOVAs for each
evaluation metric (mean document—centroid
cosine, Euclidean distance, margin, silhouette,
Davies—Bouldin, and Dunn indices), treating
modeling approach (STM, GPT, Embed) as
the grouping factor. Post hoc pairwise
comparisons were adjusted using the
Benjamini—-Hochberg false discovery rate
(FDR) procedure. These tests confirmed that
STM outperformed GPT on all core
compactness and separation metrics (adjusted
p < 0.05), with embedding clusters occupying
an intermediate position.

Thus, STM generates the most compact
and distinct topic structures, making it an
excellent choice for applications that require
non-overlapping and easily interpretable
topics. The embedding model falls in the
middle, producing coherent but somewhat
broader themes. GPT, on the other hand,
produces the loosest and most overlapping
partitions, which may be more suitable for
exploratory synthesis rather than precise topic
delineation.
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Figure 4. Compactness and distinctiveness of topic assignments across methods
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4.5. Cross-Approach Topic TF-IDF values. This was especially
Correspondence noticeable in STM-GPT matches, where

Heatmap comparisons of topic label
similarity (Figure 5) revealed both strong one-
to-one matches and notable divergences
among STM, embedding-based clustering,
and GPT-labeled topics. TF-IDF similarity
highlighted alignments driven by lexical
overlap in topic keywords and descriptions. In
STM-Embed comparisons, several topics
exceeded 0.50 similarity, indicating consistent
terminology use across methods. However,
STM-GPT and Embed-GPT pairs showed
low levels of lexical matches, reflecting
GPT’s tendency to generate more narrative-
style labels.

Embedding-based similarity revealed a
different pattern: many topic pairs had
similarity scores exceeding 0.90 despite low

semantically equivalent topics were described
using different terms (e.g., “Dental Caries
Detection” vs. “Al-Driven Dental Disease
Diagnostics™).

The Blended Topic Similarity score,
which combines TF-IDF and embedding
similarity measures, provides a balanced
perspective (see Table 5).

Overall, STM and embedding-based
clustering achieved the highest levels of both
lexical and semantic alignment. In contrast,
GPT-labeled  topics  exhibited  greater
variability in expression but still demonstrated
semantic alignment with several STM and
embedding clusters. As clearly shown in
Table 5, GPT topics tend to be more
semantically broad.
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Figure 5. Topic Label Similarity
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Table 5. Topic alignment via approaches
Ta6auuma 5. CooTBETCTBHE TEM MEXTY TIOIXOIaAMH
BlendS BlendSi BlendSi
Label_Embed (Sllr'nM- Label_STM (S'Ir'nM_ Label_GPT (EI?/I1 B Label_Embed
embed) GPT) GPT)
Periodontal Al 0.667 | Al Integration 0.528 | Al Integrationand | 0.507 Al-Enhanced
Diagnostics Challenges Ethics in Dental Orthodontics
Care
Panoramic Tooth 0.662 | Tooth Segmentation 0.524 | Advanced Dental 0.496 Dental Image
Segmentation Techniques Image Segmentation
Segmentation
Techniques
Dental Al Chatbot 0.655 | Chatbot Response 0.521 | Al Integration in 0.514 Dental Al
Evaluation Evaluation Dental Education Chatbot
and Practice Evaluation
CBCT Artifact 0.677 | Metal Artefact 0.517 | Advanced Image 0.51 CBCT Artifact
Reduction Reduction Processing in Reduction
Dental Imaging
Dental Caries 0.672 Dental Caries 0515 g:ég)arsl;/en Dental 0.504 Dental Caries
Detection ' Detection ' . . ' Detection
Diagnostics
Cephalometric 0.661 | Automated 0.515 | Automated 0.506 Cephalometric
Landmark Cephalometric Orthodontic and Landmark
Detection Landmark Detection Forensic Image Detection
Analysis
Al-Driven Dental 0.654 | Dental Al 0.514 | Al in Medical 0.5 Al-Driven Dental
Innovations Applications Imaging and Innovations
Diagnostics
Panoramic 0.669 | Panoramic 0.513 | Deep Learning in 0.495 Panoramic Tooth
Radiograph Al Radiograph Analysis Dental Imaging Segmentation
and Diagnostics
Dental Age 0,652 | Forensic Dental Age 0.512 | Alin Forensicand | 0.499 Forensic Dental
Estimation Estimation Orthodontic Al
Dentistry
Mandibular Third 0.633 | Deep Learning 0.511 | Deep Learning in 0.495 Panoramic Tooth
Molar Al Model Performance Dental Imaging Segmentation
Oral Cancer 0.668 | Oral Cancer 0.511 | Al-Driven Oral 0.494 Oral Cancer
Detection Detection Cancer Detection Detection
and Diagnosis
Dental Implant 0.625 | Digital Implant 0.5 | 3D Printing 0.47 Alveolar Ridge
Diagnostics Surgery Innovations in Techniques
Dentistry
Radiotherapy Auto- 0.635 | Head-Neck IMRT 0.5 | Al-Enhanced 0.52 Radiotherapy
Segmentation Automation Cancer Diagnostics Auto-
and Radiotherapy Segmentation
CBCT 0.652 | CBCT Image 0.5 | Advanced Dental 0.482 CBCT
Segmentation Enhancement Imaging Segmentation
Accuracy Technologies Accuracy
Caries Detection 0.656 | Pediatric Plaque 0.5 | Al-Driven Dental 0.483 Caries Detection
Models Detection Diagnostics and Models
Treatment
3D Tooth 0.647 | Tooth Segmentation 0.5 | Al-Enhanced 0.502 Dental Image
Segmentation Dental Imaging Segmentation
and Diagnostics
Dental Crown 0.631 | Al Crown Design 0.495 | Innovations in 0.486 Dental Crown
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Automation Digital Dental Automation
Technologies
Al-Enhanced 0.625 | Systematic Al 0.493 | Al-Driven 0.478 Dental Implant
Orthodontics Review Innovations in Diagnostics
Dental Treatment
Planning
Dental Object 0.651 | Dental Image 0.492 | Al-Enhanced 0.485 Dental Object
Detection Detection Dental Imaging Detection
and Analysis
Plaque Detection 0.618 | Oral Health 0.491 | Al Innovations in 0.486 Caries Detection
Automation Disparities Dentistry and Oral Al
Health
Dental Anatomical 0.641 | Maxillofacial 0.491 | Advanced 3D 0.489 3D Tooth
Studies Reconstruction Dental Modeling Segmentation
and Reconstruction
Caries Detection Al 0.63 | Dental Image 0.49 | Al and Machine 0.475 Osteoporosis
Classification Learning in Detection Al
Dentistry
Radiographic Al 0.658 | Radiographic Lesion 0.488 | Al in Dental 0.527 Periodontal Al
Diagnostics Detection Diagnostics and Diagnostics
Treatment
Osteoporosis 0.643 | Deep Learning 0.487 | Medical 0.492 Radiographic Al
Detection Al Diagnostics Innovations and Diagnostics
Diagnostic
Challenges
Dental Image 0.622 | Multi-View 0.476 | Advanced Dental 0.495 Dental
Segmentation Segmentation Structure and Anatomical
Evolution Analysis Studies
Dental Al 0.574 | Al Diagnostic Tools 0.471 | Explainable Al and | 0.458 Plagque Detection
Knowledge Sentiment Analysis Automation
Extraction in Healthcare
Dental Image 0.634 | Deep Learning 0.461 | Al in Orthodontics | 0.485 Cervical
Segmentation Segmentation and Maxillofacial Maturation Al
Analysis
Dental LLM 0.636 | GPT in Medical 0.448 | NLP and Text 0.498 Dental Al
Evaluation Exams Mining in Dental Knowledge
Marketing Extraction
Dental Lesion 0.606 | Pathological Speech 0.418 | Al-Driven 0.419 Dental Lesion
Deep Learning Analysis Innovations in Deep Learning
Sustainable
Chemistry
Forensic Dental Al 0.533 | Authorship 0.4 | Social Media’s 0.44 Dental LLM
Corrections Impact on Dental Evaluation
Health Information

Next, we identified conceptual overlaps
between topics across different methods via
the Document Consensus Score (DocCons)
(Eg. 2). This involved evaluating both the
overlap in document membership, using
Jaccard similarity, and the semantic
relatedness of topic labels and keywords. For
each STM topic, we determined the most
semantically aligned topic in the GPT and
embedding models by combining the
document-level and label-level similarities.

These pairwise mappings enabled us to trace
how topics corresponded across methods.
Using these mappings, we assigned each
document a unified consensus label that
reflected the closest matched topic across
models (Eq. 2).

To demonstrate how model outputs
converge through our alignment procedure,
we present three examples in Table 6. In each
instance, STM, embedding-based clustering,
and GPT generated related yet differently
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phrased topics. The STM—GPT blended
alignment score which combines Jaccard
document overlap and the mean per-document
cosine similarity to the candidate topic was

Table 6. Examples of topic alignment
Ta6auna 6. [IpuMepbl COOTBETCTBUS TEM

used to identify the GPT topic closest to the
reference topic.

STM

Subsequently,

document adopted that consensus GPT label
for downstream analyses.

the

Doc STM  assignment | Embed GPT assignment | STM—GPT Emb—GPT
(prob) assignment (cos) | (cos) consensus consensus
(DocCons) (DocCons)
1 Panoramic Tooth Al-Driven Deep Learning | Medical
Radiograph Segmentation Dental Disease | in Dental | Innovations
Analysis (0.264) Techniques Diagnostics Imaging and | and
(0.212) (0.06) Diagnostics Diagnostic
(0.513) Challenges
(0.492)
2 Dental Caries | Caries Detection | Al-Driven Al-Driven Al
Detection (0.31) Al (0.121) Dental Dental Disease | Innovations
Diagnostics and | Diagnostics in Dentistry
Treatment (0.516) and Oral
(0.141) Health
(0.486)
3 Tooth Segmentation | Panoramic Al-Enhanced Advanced Deep
Techniques (0.212) | Radiograph Al | Dental Imaging | Dental Image | Learning in
(0.076) and Diagnostics | Segmentation Dental
(0.154) Techniques Imaging and
(0.525) Diagnostics
(0.5)
For Document 1, all models highlight Innovations in Dentistry and Oral Health
imaging-centric diagnostics but differ in (0,486).
scope ranging from a panoramic focus to a For Document 3, STM focuses on tooth
broader disease diagnostic. The STM—GPT segmentation, GPT on imaging and
Document Consensus Score of 0.513 diagnostics, and Embeddings on the
identifies Deep Learning in Dental Imaging panoramic  modality. The  Document

and Diagnostics as the closest semantic
match, while EMB—GPT Document
Consensus Score of 0.492 selects Medical
Innovations and Diagnostic Challenges.

For Document 2, both the STM and
Embedding models  emphasize  caries
detection, whereas GPT adopts a broader
diagnostics and treatment perspective. The
Document Consensus Score STM—GPT
match favors GPT’s Al-Driven Dental
Disease Diagnostics (0.516), producing a
consensus label that encompasses caries
within a wider diagnostic framework.
Meanwhile, the EMB—GPT consensus label
is even broader semantically, titled Al

Consensus Score STM—GPT (0.525) selects
Advanced Dental Image Segmentation
Techniques, aligning the document most
directly with the segmentation theme, while
the EMB—GPT blended label does not
consider segmentation.

Figure 6 displays each consensus topic
as a point within a two-dimensional space that
illustrates both the level of agreement among
the three models and which model primarily
“owns” the topic. The y-axis, labeled stability,
represents the proportion of documents that
all three methods (STM, Embed, GPT — all
mapped into GPT space, i.e., STM—GPT,
EMB—GPT) consistently assign to the same
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conceptual group. Higher values indicate
strong agreement across models in terms of
both topic identity and membership. The x-
axis, labeled specificity, measures how
exclusive a topic is to a single method: lower

values suggest that multiple models identify
the topic, while higher values indicate it is
mainly captured by one approach. The color
of each point corresponds to the model that
dominates the topic, determined by the largest
share of mapped documents. Only topics with
at least 20 documents are shown, and labels
are positioned to avoid overlap.

Figure 6. Landscape of shared GPT-derived topic labels positioned by model agreement

and specificity
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The upper-left quadrant (high stability,
low specificity) includes the most robust,
cross-method themes, i.e., topics that all three
approaches identify using similar document
sets. These topics are strong candidates for
anchoring temporal analyses and domain
summaries, as conclusions drawn from them
are unlikely to be influenced by the choice of
modeling method. The most stable topics in
our analysis are Metal Artefact Reduction
(STM)/ CBCT Artifact Reduction
(Embed)/Advanced Image Processing in
Dental Imaging (GPT); Chatbot Response
Evaluation (STM)/Dental Al Chatbot

Embed

. GPT &

ST™

Evaluation(Embed)/Al Integration in Dental

Education and Practice (GPT); Al
Integration Challenges (STM)/AI
Integration and Ethics in Dental Care

(GPT); Forensic Dental Age Estimation
(STM)/ Al in Forensic and Orthodontic
Dentistry (GPT); Automated Cephalometric
Landmark Detection (STM)/ Cephalometric
Landmark Detection (Embed)/Automated
Orthodontic and Forensic Image Analysis
(GPT); Oral Cancer Detection (STM)/ Oral
Cancer Detection (Embed)/ Al-Driven Oral
Cancer Detection and Diagnosis (GPT);
Al Diagnostic Tools (STM)/ Dental
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Al Knowledge Extraction
(Embed)/Explainable Al and Sentiment
Analysis in Healthcare (GPT).

The upper-right quadrant (high stability,
high specificity) includes topics that are
widely agreed upon and most distinctly
represented by a single model—for example,
a method that defines a slightly sharper
boundary around a shared theme. These topics
are absent from our analysis. In contrast, the
lower-left quadrant (low stability, low
specificity) contains diffuse or boundary
topics: multiple models identify related
content, but there is weak agreement across
documents. These topics often lie at
conceptual intersections, such as between
methods and applications. Examples include
Deep Learning Segmentation (STM)/ Al in
Orthodontics and Maxillofacial Analysis
(GPT); Dental LLM Evaluation (Embed)/
NLP and Text Mining in Dental Marketing
(GPT); Tooth Segmentation Techniques
(ST™M)/ Advanced Dental Image
Segmentation Techniques (GPT); Dental Al
Applications (STM)/ Al in Medical Imaging
and Diagnostics (GPT).

Finally, the lower-right quadrant (low
stability, high specificity) highlights model-
specific themes, where one approach clusters
documents that others assign differently.
These cases often result from differences in
granularity such as broader GPT labels versus
narrower STM or Embed clusters and
modality-specific phrasing. Examples
include: Dental Image Classification, Tooth
Segmentation, Deep Learning Model
Performance, Dental Image Classification,
Deep Learning Diagnostics, Dental Image
Detection, Pathological Speech Analysis by
STM; Dental Caries Detection, Caries
Detection Al, Dental Lesion Deep Learning,
Dental Image Segmentation, Dental Object
Detection, Plaque Detection Automation,
Panoramic Tooth Segmentation, Dental Al
Knowledge Extraction, Osteoporosis
Detection Al by Embeddings, Al and
Machine Learning in Dentistry, Al-Driven
Dental Diagnostics and Treatment (GPT).

It should be noted that STM is most
often associated with stable topics, while the
output of embedding models is linked to low
stability and high specificity, and GPT is
characterized by low specificity and low
stability.

4.6. Temporal Trends in Consensus
GPT Space

To examine how research focus has
evolved over time in the field of Al in
dentistry, we performed a temporal analysis of
GPT-labeled topic prevalence from 2019 to
2025. Figure 7 displays LOESS-smoothed
curves showing the proportion of publications
each year for each topic, normalized by the
total annual output. This approach enables
comparison of the relative importance of
topics over time, independent of changes in
overall publication volume.

Curves represent proportions based on
the consensus GPT label obtained through the
STM-to-GPT blended mapping.

We based temporal trend estimation on
the STM—GPT mapping rather than on raw
GPT or Embed—GPT assignments for three
key reasons. First, STM offers the most
reliable document-—topic structure within our
corpus, demonstrated by the highest
compactness and separation metrics. In
contrast, GPT topics showed less structural
distinctness, while embedding clusters fell in
between. Anchoring on STM reduces noise in
the yearly counts. Second, STM explicitly
models topic prevalence as a function of
publication year, which minimizes label
switching and enhances comparability over
time. GPT labels are then applied to these
stable STM topics to improve interpretability.
Third, the STM—GPT mapping is a
deterministic one-to-one function at the topic
level, establishing a fixed label space for
aggregation and preventing volatility caused
by prompt sensitivity or run-to-run variability
in zero-shot large language model outputs.

Each panel in the figure represents a
different GPT-labeled topic, the n values
indicate the overall size of each topic across
2019-2025, while the proportion curves
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capture its changing relative importance
within each publication year. The topics are
color-coded based on their overall trend from
2019 to 2025, which is determined by the
slope of their LOESS fit.

Across the study period, the annual
proportions of most GPT-labeled topics
remained below 0.1. This reflects the highly
fragmented structure of the field: the corpus is
distributed across roughly thirty distinct
topics, each of which represents only a few
percent of the total publication volume. When
broken down by vyear, this dispersion means
that individual topics contribute only a small
share of the annual output, even if their
absolute counts across the whole period are
substantial. The consistently low proportion
values therefore reflect the broad spread of
research activity across many domains.

Several important patterns emerge.
Notable growth is observed in areas that
reflect recent shifts in both research focus and
applied practice. Al Integration in Dental
Education and Practice (Chatbot Response
Evaluation) shows a steady and strong
increase, indicating rising interest in
incorporating AI/LLM into dental training and
pedagogy. Al in Dental Diagnostics and
Treatment (Radiographic Lesion Detection)
and Al-Enhanced Dental Imaging and

Analysis  (Dental Image  Detection)
demonstrate a clear late-stage  surge,
especially  post-2023, likely due to

improvements in applied machine learning
tools and clinical validation studies.

These trends suggest a growing
emphasis on real-world integration of Al
technologies, not only in technical domains
but also in educational and operational
contexts. Topic of Al Integration and Ethics
in Dental Care (Al Integration Challenges)
is also constantly growing since 2022.

In contrast, some previously prominent
topics appear to be declining: Advanced 3D
Dental Modeling and Reconstruction
(Maxillofacial Reconstruction) and

Advanced Dental Imaging Technologies
(CBCT Image Enhancement) have steadily
decreased in relative prevalence. This may
reflect either topic saturation or consolidation
into broader Al-enhanced imaging themes.
Similarly, Advanced Image Processing in
Dental Imaging (Metal Artefact Reduction)
show decreasing emphasis, suggesting that
these methods are increasingly treated as
technical ~ subcomponents  of  broader
diagnostic or clinical workflows.

This should be noted that such topic as
Al and Machine Learning in Dentistry
(Dental Image Classification) shows stable
growth after 2022.

Many topics display nonlinear patterns
peaking in middle of period and then
stabilizing or rebounding. Al-Driven Oral
Cancer Detection and Diagnosis (Oral
Cancer Detection) and Deep Learning in
Dental Imaging (Deep Learning Model
Performance) show early growth followed by
a plateau, reflecting their maturation. NLP
and Text Mining in Dental Marketing (GPT
in Medical Exams), while niche in size,
shows cyclical attention, possibly tied to
regulatory or ethical discourse spikes.

Interestingly, some smaller topics show
recent resurgence, including Explainable Al
and Sentiment Analysis (Al Diagnostic
Tools), hinting at emerging interest in
communication-focused applications of Al.

This temporal mapping highlights the
dynamic evolution of research priorities in
Al-driven  dentistry. While foundational
techniques such as image processing and 3D
modeling are receiving relatively less
attention,  application-focused  topics -
especially those related to clinical diagnostics,
integration into  practice, and patient
communication — are rapidly gaining
prominence. These insights provide both a
retrospective understanding of the field’s
development and a  forward-looking
perspective on areas where innovation is
currently accelerating.
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Figure 7. Temporal Trends of STM—GPT Topics
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5. DISCUSSION

This study offers a comprehensive
comparative analysis of topic modeling
approaches applied to the field of artificial
intelligence in dentistry. We systematically
examined three methodologies Structural
Topic Modeling, embedding-based clustering,
and zero-shot GPT-based topic extraction to
uncover latent research themes, temporal
trends, and conceptual alignments within the
literature corpus spanning 2019 to 2025.

The STM approach, which utilizes word
co-occurrence and covariate  modeling,
generated interpretable and distinct topics. Its
probabilistic framework enabled soft topic
assignments, providing nuanced insights into
thematic overlaps and ambiguities. By
analyzing topic prevalence trends derived
from posterior probabilities and dominant
topic frequencies, emerging areas such as Al
Integration Challenges, Dental Image
Detection, and Chatbot Response Evaluation

were identified. The simultaneous increase in
model-based topic probabilities and real-
world document frequencies supports the
conclusion that these topics are becoming key
focal points in the field. Notably, STM
outperformed other methods in terms of
compactness and distinctiveness metrics,
achieving the highest silhouette scores, tight
document clustering, and the lowest
redundancy in topic labeling.

The embedding-based approach, which
utilized UMAP and Leiden clustering on
OpenAl embeddings, provided an alternative
perspective rooted in contextual semantic
similarity rather than surface-level lexical
patterns. The resulting clusters were generally
coherent, and measuring cosine similarity to
cluster centroids enabled quantification of
topic-document relevance. This method
highlighted emerging topics such as Dental
LLM Evaluation, Dental Al Chatbot
Evaluation, CBCT Segmentation Accuracy,
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and Al-Enhanced Orthodontics, particularly
after 2022. These findings align with
observed technological advancements and the
clinical adoption of Al-enhanced imaging
tools in dental diagnostics, as well as a focus
on NLP and communication within dentistry.
However, the embedding model sometimes
fragmented semantically related areas due to
its sensitivity to local embedding structure
and resolution settings.

The  zero-shot GPT-based topic
modeling offered a fresh perspective by
generating topics and summaries without the
need for training or predefined structures.
While the GPT-derived topics were broader
and less concise, they effectively captured
thematic summaries consistent with trends
observed in STM and embedding models.
Temporal analysis of GPT-labeled topics
highlighted the emergence of application-
centered areas such as Advanced Dental
Image Segmentation Techniques, Al in
Dental Diagnostics and Treatment, and Deep
Learning in Dental Imaging and
Diagnostics.

A significant contribution of this study
is the multi-dimensional evaluation of topic
model quality. While STM produced the most
distinct and compact clusters, the embedding
and GPT models provided complementary
insights, especially in capturing semantic
nuances and summarization capabilities. Our
redundancy analysis emphasized STM’s
advantage in generating less overlapping topic
profiles, a valuable feature for downstream
applications such as systematic reviews or
curriculum design.

The consensus mapping across models
revealed both stable and divergent conceptual
structures. Topics such as Advanced Image
Processing in Dental Imaging, Al
Integration in Dental Education and
Practice, Automated Orthodontic and
Forensic Image Analysis were consistently
represented across all models, underscoring
their centrality in Al-dental research. In
contrast, GPT occasionally merged or split
topics in ways that deviated from STM and
Embed clusters, illustrating the influence of

prompt-based generative modeling on topic
formation.

Temporal analyses across all methods
revealed a clear trajectory: a shift from
foundational technical approaches (e.g.,
image processing, image segmentation)
toward applied, interdisciplinary, and clinical
implementations of Al. The steady increase in
topics related to the use of large language
models in dentistry, chatbot evaluation, and
Al for education and treatment planning
mirrors broader technological trends and
policy changes in healthcare digitalization.

It is noteworthy that conclusions
regarding the rise of NLP and hybrid models
utilizing textual data, new modalities, and Al
for dentistry education, treatment planning,
image  enhancement, and  workflow
optimization demonstrate ~ considerable
growth. These findings align with results
obtained through manual coding of abstracts
from WoS (Shirani, 2025; see also Biittner et
al., 2025), thereby validating our automated
approach.

Overall, our results indicate that no
single modeling approach is sufficient on its
own. STM excels in structural interpretability
and compactness; embedding-based methods
offer semantic grounding and clear cluster
separation; and GPT-based models offer
expressive labeling along with flexible,
human-readable topic summaries. Together,
these methods form a robust toolkit for
analyzing and understanding domain-specific
scientific literature.

This  multi-method  framework s
adaptable across various disciplines and can
support future research by facilitating the
development of automated literature review
tools, identifying research gaps, and
monitoring the diffusion of technology in
clinical fields. As Al advances, hybrid
modeling approaches that integrate statistical
inference, embedding spaces, and generative
models will be essential for generating
reliable, explainable, and comprehensive topic
structures.

Like any study, ours has limitations.
We used a single LLM with relatively simple
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prompts, which may have limited model
diversity and the range of topics identified.
Our analyses were based on abstracts rather
than full texts, potentially underrepresenting
methodological details and affecting the
accuracy of topic boundaries and trend
estimates. Although topic labels were
reviewed by the authors and showed high
internal agreement, assessor bias may still be
present. Additionally, the study primarily
reports descriptive slopes and topic quality
metrics without formal statistical testing.
While these findings offer useful comparative
insights, more rigorous methods such as
ANOVA, bootstrapped confidence intervals,
or permutation tests could provide stronger
evidence of model differences and trend
significance. We consider these extensions,
along with broader model comparisons and
external expert validation, to be important
directions for future research.

6. CONCLUSIONS

This study introduces a cross-model
GPT-labeled alignment framework that
integrates probabilistic (STM), embedding-
based (Leiden clustering), and generative
(zero-shot GPT) approaches for topic
modeling. To our knowledge, this is the first
application of such a framework in dentistry.
More broadly, it provides a replicable
methodology for aligning and comparing
heterogeneous topic modeling outputs. The
key methodological innovation lies in
combining topic-level and document-level
similarity measures to construct a shared
consensus topic space, enabling robust cross-
model evaluation.

For method developers in NLP and
bibliometrics, our findings demonstrate that
no single approach dominates: STM produces
compact and temporally interpretable topics,
embeddings reveal fine-grained semantic
clusters, and GPT generates highly readable
thematic summaries. The blended alignment
framework offer a generalizable tool for
cross-model comparison that can be applied
to other scientific domains beyond dentistry.

For domain experts in dentistry, this
framework provides an automated, scalable
method to map thematic landscapes and
monitor research trends. When applied to Al
in dentistry, it revealed a shift from
foundational image-processing techniques
toward applied and integrative themes,
including LLM-driven applications, patient-
facing Al tools, and educational initiatives.
These insights are directly relevant to
systematic reviews, guideline development,
and research planning.

Overall, our study highlights that hybrid
strategies, which combine probabilistic
models with LLM-assisted labeling, produce
the most comprehensive and interpretable
topic analyses. While large language models
enhance interpretability, they should not be
used in isolation; careful integration with
traditional NLP methods is essential to ensure
reproducibility and explainability.

Future work will expand this approach
by incorporating external human evaluations
of topic quality, experimenting with diverse
LLMs and prompting strategies, utilizing full-
text corpora, and developing hybrid pipelines
that more deeply integrate classic topic
modeling with modern generative methods.

Declarations. We employed GPT-40
(OpenAl) to assist with topic extraction and
topic labeling as a part of our methodology.
The roles of these tools are described here and
detailed in the Methods section; all analytical
decisions and conclusions remain the authors’
own. We used Wordservice.ai solely for
English proofreading, including spelling,
grammar, and stylistic edits. This service did
not generate substantive content or perform
any analysis. No generative tool made
interpretive  or methodological decisions
without human oversight, and no confidential
or personally identifiable data were shared to
third-party services.

References
Allani, H., Santos, A.T. and Ribeiro-
Vidal, H. (2024). Multidisciplinary Applications
of Al in Dentistry: Bibliometric Review, Applied

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y ITPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



Hayuynblil pesyremam. Bonpocsl meopemuyeckoll u npukaadHoti aunzeucmuxu. T. 11, Ne3 2025 117
Research result. Theoretical and Applied Linguistics, 11 (3). 2025

Sciences, 14 (17), 7624,
https://doi.org/10.3390/app14177624 (In English)
Benz, P,, Pradier, C., Kozlowski, D.,

Shokida, N. S. and Lariviéere, V. (2025). Mapping
the unseen in practice: comparing latent Dirichlet
allocation and BERTopic for navigating topic
spaces,  Scientometrics, 10 June  2025.
https://doi.org/10.1007/s11192-025-05339-6  (In
English)

Blei, D. M., Ng,A.Y. and Jordan, M. I.
(2003). Latent dirichlet allocation, J. Mach.
Learn. Res., 3, 993-1022. (In English)

Biittner, M., Leser, U., Schneider, L. and
Schwendicke, F. (2024). Natural Language
Processing: Chances and Challenges in Dentistry,
Journal of Dentistry, 141, 104796.
https://doi.org/10.1016/j.jdent.2023.104796  (In
English)

Cosola, Di M., Ballini, A., Prencipe F. A.,
De Tullio, F., Fabrocini, A., Cupelli, P,
Rignani M., Cazzolla A. P, Bizzoca M. E.,
Musella G. (2025). Artificial intelligence in
dentistry: a narrative review of applications,
challenges, and future directions, Minerva Dent
Oral Sci, Jun 18. https://doi.org/10.23736/S2724-
6329.25.05217-9 (In English)

de Magalhdes, A.A. and Santos, A.T.
(2025). Advancements in Diagnostic Methods and
Imaging Technologies in Dentistry: A Literature
Review of Emerging Approaches, Journal of
Clinical Medicine, 14 (4), 1277.
https://doi.org/10.3390/jcm14041277 (In English)

Grootendorst, M. (2022). Bertopic: Neural
topic modeling with a class-based tf-idf
procedure, arXiv preprint arXiv:2203.05794
[Online], available at
https://arxiv.org/abs/2203.05794 (accessed
22.08.2025) (In English)

Hu, J., Miao, C., Wu, Yi and Su, J. (2025).
Advances in hydrological research in China over
the past two decades: Insights from advanced
large language model and topic modeling,
Fundamental Research [Online], available at
https://doi.org/10.1016/j.fmre.2025.05.002
(accessed 10.05.2025) (In English)

Islam, K. M. S. (2025). Contextual
Embedding-based Clustering to ldentify Topics
for Healthcare Service Improvement,
arXiv:2504.14068,
https://doi.org/10.48550/arXiv.2504.14068 (In
English)

Jung, H. S., Lee, H., Woo, Y. S., Baek, S. Y.
and Kim, J. H. (2024). Expansive data, extensive

model: Investigating discussion topics around
LLM through unsupervised machine learning in
academic papers and news, Plos One, 19 (5),
e0304680.
https://doi.org/10.1371/journal.pone.0304680 (In
English)

Kozlowski, D. (2024). Generative Al for
automatic topic labelling, arXiv:2408.07003.
https://doi.org/10.48550/arxiv.2408.07003 (In
English)

Lee,V.V,, wvan der Lubbe, S.C.C,,
Goh, L. H. and Valderas, J. M. (2024). Harnessing
ChatGPT for Thematic Analysis: Are We Ready?.
Journal of medical Internet research, 26, e54974.
https://doi.org/10.2196/54974 (In English)

Lee, Y., Oh,J. H., Lee, D., Kang, M. and
Lee, S. (2025). Prompt engineering in ChatGPT
for literature review: practical guide exemplified
with studies on white phosphors, Sci Rep, 15,

15310. https://doi.org/10.1038/s41598-025-
99423-9 (In English)
Mahmoud, M., Mashaly, M. and

Mervat, A.-E.  (2025). Predicting  Software
Engineering Trends from Scientific Papers with a
Combined Framework of Clustering and Topic
Modeling, in 2025 15th International Conference
on Electrical Engineering (ICEENG), 1-6.
https://doi.org/10.1109/ICEENG64546.2025.1103
1347 (In English)

Mathis, W. S., Zhao, S., Pratt, N., Weleff, J.
and De Paoli,S. (2024). Mathis Inductive
thematic analysis of healthcare qualitative
interviews using open-source large language
models: How does it compare to traditional
methods?, Computer Methods and Programs in
Biomedicine, 255,
https://doi.org/10.1016/j.cmpb.2024.108356  (In
English)

Meng, F., Lu, Z,, Li, X., Han, W., Peng, J.,
Liu, X. and Niu, Z. (2024). Demand-side energy
management reimagined: A  comprehensive
literature analysis leveraging large language
models, Energy, 291, 130303.
https://doi.org/10.1016/j.energy.2024.130303 (In
English)

Mu, Y., Bai, P., Bontcheva, K. and Song, X.
(2024a). Addressing topic granularity and
hallucination in large language models for topic
modelling. arXiv preprint arXiv:2405.00611v1
[Online], available at
https://arxiv.org/html/2405.00611v1 (accessed
22.08.2025) (In English)

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y IMTPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS


https://doi.org/10.3390/app14177624
https://doi.org/10.1007/s11192-025-05339-6
https://doi.org/10.1016/j.jdent.2023.104796
https://doi.org/10.23736/S2724-6329.25.05217-9
https://doi.org/10.23736/S2724-6329.25.05217-9
https://doi.org/10.3390/jcm14041277
https://arxiv.org/abs/2203.05794
https://doi.org/10.1016/j.fmre.2025.05.002
https://arxiv.org/abs/2504.14068
https://doi.org/10.48550/arXiv.2504.14068
https://doi.org/10.1371/journal.pone.0304680
https://doi.org/10.48550/arxiv.2408.07003
https://doi.org/10.2196/54974
https://doi.org/10.1038/s41598-025-99423-9
https://doi.org/10.1038/s41598-025-99423-9
https://doi.org/10.1109/ICEENG64546.2025.11031347
https://doi.org/10.1109/ICEENG64546.2025.11031347
https://doi.org/10.1016/j.cmpb.2024.108356
https://doi.org/10.1016/j.energy.2024.130303
https://arxiv.org/html/2405.00611v1

Jlumeunosa T. A., Hnnoaumos F0.A., CepeduH I1.B. Om STM do GPT: cpagHumenvHblll aHa/1Uu3 Memodos... 118
Litvinova Tatiana A., Ippolitov Yury A., Seredin Pavel V. From STM to GPT: A Comparative Study of Topic...

Mu, Y., Dong, C., Bontcheva, K. and
Song, X. (2024b). Large language models offer an
alternative to the traditional approach of topic
modelling. In LREC-COLING 2024, ELRA
Language Resource Association, 2024, 10160-
10171. (In English)

Ogunleye, B., Lancho Barrantes, B. S. and
Zakariyyah, K. 1. (2025). Topic modelling through
the bibliometrics lens and its technique, Artif
Intell Rev, 58, 74. https://doi.org/10.1007/s10462-
024-11011-x (In English)

Pham, C. M., Hoyle, A., Sun, S., Resnik, P.
and lyyer, M. 2024. TopicGPT: A Prompt-based
Topic Modeling Framework, in Proceedings of the
2024 Conference of the North American Chapter
of the Association for Computational Linguistics:
Human Language Technologies (Volume 1: Long
Papers), 2956-2984, Mexico City, Mexico.
Association for Computational Linguistics. (In
English)

Reuter, A., Thielmann, A., Weisser, C.,
Fischer, S. and Sifken, B. (2024). Gptopic:

Dynamic and interactive topic
representations, arXiv preprint arXiv:2403.03628
[Online], available at

https://arxiv.org/abs/2403.03628
22.08.2025) (In English)

Riaz, A., Abdulkader, O., Ikram, M. J. and
Sadagat, J. (2025). Exploring topic modelling: a
comparative  analysis of traditional and
transformer-based approaches with emphasis on
coherence and diversity, International Journal of
Electrical and Computer Engineering (IJECE),

(accessed

[S.1], 15 (2), 1933-1948.
http://doi.org/10.11591/ijece.v15i2.pp1933-1948
(In English)

Roberts, M. E., Stewart, B. M. and

Tingley, D. (2019). Stm: An R package for
structural topic models, J. Stat. Softw. 91 (2), 1-
40.  https://doi.org/10.18637/jss.v091.i02  (In
English)

Sakar, S. and Tan,S. (2025). Research
Topics and Trends in Gifted Education: A
Structural Topic Model, Gifted Child Quarterly,

69 (1), 68-84.
https://doi.org/10.1177/0016986224128504  (In
English)

Shalchiero, S. and Eder, M. (2020). Topic
modeling, long texts and the best number of
topics. Some Problems and solutions, Qual Quant,
54, 1095-1108. https://doi.org/10.1007/s11135-
020-00976-w (In English)

Shapurian, G. (2024). Large Language
Models and Knowledge Graphs for Astronomical
Entity Disambiguation, arXiv:2406.11400
[Online], available at:
https://arxiv.org/pdf/2406.11400 (accessed
22.08.2025) (In English)

Sharma, A., Wallace, J. R. (2025).
DeTAILS: Deep Thematic Analysis with Iterative
LLM Support, in Proceedings of the 7th ACM
Conference on Conversational User Interfaces
(CUI '25). Association for Computing Machinery,
New York, NY, USA, Article 28, 1-7.
https://doi.org/10.1145/3719160.3735657 (In
English)

Shirani, M. (2025). Trends and
Classification of Artificial Intelligence Models
Utilized in Dentistry: A Bibliometric Study,
Cureus, 17 (4): €81836.
https://doi.org/10.7759/cureus.81836 (In English)

Silveira, L. (2024). Cone Beam Computed
Tomography and Artificial Intelligence. ;Where
We Are? Rev Cient Odontol, 12 (4), e214.
https://doi.org/10.21142/2523-2754-1204-2024-
214 (In English)

Tarek, A., Mahmoud, M., Afifi, B.,
Mashaly, M. and Abu-Elkheir, M. (2024). Query-
Based Topic Modeling and Trend Analysis in
Scientific Literature, in 2024 International
Conference on Microelectronics (ICM), Doha,

Qatar, 2024, 1-6.
https://doi.org/10.1109/ICM63406.2024.10815706
(In English)

Torres, J., Mulligan, C., Jorge,J. and
Moreira, C. (2025). PROMPTHEUS: A Human-
Centered Pipeline to Streamline Systematic
Literature Reviews with Large Language Models,
Information, 16 (5), 420.
https://doi.org/10.3390/inf016050420 (In English)

Wu, X., Nguyen, T. and Luu, A. T. (2024).
A survey on neural topic models: Methods,
applications, and challenges, Artif Intell Rev
57(18): 1-30. https://doi.org/10.1007/510462-023-
10661-7 (In English)

Xie, B.,, Xu,D., Zou, X.Q., Lu, M.]J,
Peng, X. L. and Wen, X.J. (2024). Artificial
intelligence in dentistry: a bibliometric analysis
from 2000 to 2023, J Dent Sci., 19, 1722-33.
https://doi.org/10.1016/j.jds.2023.10.025 (In
English)

Zatt, F. P., Rocha, A.O., Anjos, L. M.,
Caldas, R. A., Cardoso, M. and Rabelo, G. D.
(2024). Artificial intelligence applications in
dentistry: a bibliometric review with an emphasis

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y ITPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS


https://doi.org/10.1007/s10462-024-11011-x
https://doi.org/10.1007/s10462-024-11011-x
https://aclanthology.org/2024.naacl-long.164/
https://aclanthology.org/2024.naacl-long.164/
https://arxiv.org/abs/2403.03628
http://doi.org/10.11591/ijece.v15i2.pp1933-1948
https://doi.org/10.18637/jss.v091.i02
https://doi.org/10.1177/00169862241285041
https://doi.org/10.1007/s11135-020-00976-w
https://doi.org/10.1007/s11135-020-00976-w
https://arxiv.org/pdf/2406.11400
https://doi.org/10.1145/3719160.3735657
https://doi.org/10.7759/cureus.81836
https://doi.org/10.21142/2523-2754-1204-2024-214
https://doi.org/10.21142/2523-2754-1204-2024-214
https://doi.org/10.1109/ICM63406.2024.10815706
https://doi.org/10.3390/info16050420
https://doi.org/10.1007/s10462-023-10661-7
https://doi.org/10.1007/s10462-023-10661-7
https://doi.org/10.1016/j.jds.2023.10.025

Hayuynblil pesyremam. Bonpocsl meopemuyeckoll u npukaadHoti aunzeucmuxu. T. 11, Ne3 2025 119
Research result. Theoretical and Applied Linguistics, 11 (3). 2025

on computational research trends within the field,
J Am Dent Assoc., 155(9), 755-764.
https://doi.org/10.1016/j.adaj.2024.05.013 (In
English)

CnMcoK JIMTepaTyphbl

Allani H. Multidisciplinary Applications of
Al in Dentistry: Bibliometric Review / H. Allani,
A.T. Santos, H. Ribeiro-Vidal //  Applied
Sciences. 2024. T. 14, Ne 17. Cr. 7624.
https://doi.org/10.3390/app14177624

Benz P. Mapping the unseen in practice:
comparing latent Dirichlet allocation and
BERTopic for navigating topic spaces / P. Benz,
C. Pradier, D. Kozlowski [u ap.] // Scientometrics.
2025. Pannmit  ommaiiH-goctynm  (10.06.2025).
https://doi.org/10.1007/s11192-025-05339-6

Blei D. M. Latent Dirichlet Allocation /
D. M. Blei, A.Y.Ng, M. I. Jordan // Journal of
Machine Learning Research. 2003. T. 3. C. 993—
1022.

Biittner M. Natural Language Processing:
Chances and Challenges in Dentistry / M. Biittner,
U. Leser, L. Schneider, F. Schwendicke // Journal
of Dentistry. 2024. T. 141. Cr. 104796.
https://doi.org/10.1016/j.jdent.2023.104796

Cosola D. M. Artificial intelligence in
dentistry: a narrative review of applications,
challenges, and future directions / D. M. Cosola,
A. Ballini, F. A. Prencipe [u np.] // Minerva Dent
Oral Sci. 2025. PaHHuWid  OHJIAHH-TOCTYII
(18.06.2025). https://doi.org/10.23736/S2724-
6329.25.05217-9 (In English)

de Magalhdes A. A.  Advancements in
Diagnostic Methods and Imaging Technologies in
Dentistry: A Literature Review of Emerging
Approaches / A. A. de Magalhaes, A. T. Santos //
Journal of Clinical Medicine. 2025. T. 14, Ne 4.
Cr. 1277. https://doi.org/10.3390/jcm14041277

Grootendorst M. BERTopic: Neural topic
modeling with a class-based TF-IDF procedure /
M. Grootendorst I arXiv preprint
arXiv:2203.05794. URL:
https://arxiv.org/abs/2203.05794 (mara
obpamenus: 22.08.2025).

Hu J. Advances in hydrological research in
China over the past two decades: Insights from
advanced large language model and topic
modeling / J.Hu, C.Miao, Y.Wu, J.Su //
Fundamental Research. 2025. Paunuii onnaiin-
JOCTYTI (10.05.2025).
https://doi.org/10.1016/j.fmre.2025.05.002

Islam K. M. S.  Contextual Embedding-
based Clustering to Identify Topics for Healthcare
Service Improvement / K.M.S.Islam //

arXiv:2504.14068. URL:
https://arxiv.org/abs/2504.14068 (mara
obpaleHus: 22.08.2025).

https://doi.org/10.48550/arXiv.2504.14068

Jung H. S. Expansive data, extensive
model: Investigating discussion topics around
LLM through unsupervised machine learning in
academic papers and news / H. S. Jung, H. Lee,
Y. S. Woo [u ap.] // PLOS ONE. 2024. T. 19, Ne 5.
Cr. e0304680.
https://doi.org/10.1371/journal.pone.0304680

Kozlowski D. Generative Al for automatic
topic labelling / D. Kozlowski I
arXiv:2408.07003. URL:
https://arxiv.org/abs/2408.07003 (mara
oOparieHus: 22.08.2025).
https://doi.org/10.48550/arxiv.2408.07003

LeeV.V. Harnessing ChatGPT  for
Thematic Analysis: Are We Ready? / V. V. Lee,
S. C. C. van der Lubbe, L. H. Goh, J. M. Valderas
// Journal of Medical Internet Research. 2024. T.
26. Cr. €54974. https://doi.org/10.2196/54974

Lee Y. Prompt engineering in ChatGPT for
literature review: practical guide exemplified with
studies on white phosphors / Y. Lee, J. H. Oh,
D. Lee [u ap.] // Sci Rep. 2025. T. 15. Cr. 15310.
https://doi.org/10.1038/s41598-025-99423-9

Mahmoud M. Predicting Software
Engineering Trends from Scientific Papers with a
Combined Framework of Clustering and Topic
Modeling / M. Mahmoud, M. Mashaly, A.-
E. Mervat // Proc. 2025 15th International
Conference on Electrical Engineering (ICEENG).
2025. C.1-6.
https://doi.org/10.1109/ICEENG64546.2025.1103
1347

Mathis W. S. Inductive thematic analysis of
healthcare qualitative interviews using open-
source large language models: How does it
compare to traditional methods? / W. S. Mathis,
S. Zhao, N. Pratt [u ap.] // Computer Methods and
Programs in Biomedicine. 2024. T. 255. Cr.
108356.https://doi.org/10.1016/j.cmpb.2024.1083
56

Meng F. Demand-side energy management
reimagined: A comprehensive literature analysis
leveraging large language models / F. Meng,
Z.Lu, X.Li [u ap.] // Energy. 2024. T. 291.
Cr. 130303.
https://doi.org/10.1016/j.energy.2024.130303

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y IMTPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS


https://doi.org/10.1016/j.adaj.2024.05.013
https://doi.org/10.3390/app14177624
https://doi.org/10.1007/s11192-025-05339-6
https://doi.org/10.1016/j.jdent.2023.104796
https://doi.org/10.23736/S2724-6329.25.05217-9
https://doi.org/10.23736/S2724-6329.25.05217-9
https://doi.org/10.3390/jcm14041277
https://arxiv.org/abs/2203.05794
https://doi.org/10.1016/j.fmre.2025.05.002
https://arxiv.org/abs/2504.14068
https://doi.org/10.48550/arXiv.2504.14068
https://doi.org/10.1371/journal.pone.0304680
https://arxiv.org/abs/2408.07003
https://doi.org/10.48550/arxiv.2408.07003
https://doi.org/10.2196/54974
https://doi.org/10.1038/s41598-025-99423-9
https://doi.org/10.1109/ICEENG64546.2025.11031347
https://doi.org/10.1109/ICEENG64546.2025.11031347
https://doi.org/10.1016/j.cmpb.2024.108356
https://doi.org/10.1016/j.cmpb.2024.108356
https://doi.org/10.1016/j.energy.2024.130303

Jlumeunosa T. A., Hnnoaumos F0.A., CepeduH I1.B. Om STM do GPT: cpagHumenvHblll aHa/1Uu3 Memodos... 120
Litvinova Tatiana A., Ippolitov Yury A., Seredin Pavel V. From STM to GPT: A Comparative Study of Topic...

MuY. Addressing topic granularity and
hallucination in large language models for topic
modelling / Y. Mu, P. Bai, K. Bontcheva, X. Song
1 arXiv:2405.00611v1. URL:
https://arxiv.org/html/2405.00611v1 (mara
obparmenus: 22.08.2025).

MuY. Large language models offer an
alternative to the traditional approach of topic
modelling / Y.Mu, C.Dong, K. Bontcheva,
X.Song // Proc. LREC-COLING 2024. 2024.
C. 10160-10171.

Ogunleye B. Topic modelling through the
bibliometrics lens and its technique / B. Ogunleye,
B. S. Lancho Barrantes, K. I. Zakariyyah [u ap.] /
Artificial Intelligence Review. 2025. T. 58. Cr. 74.
https://doi.org/10.1007/s10462-024-11011-x

Pham C. M. TopicGPT: A Prompt-based
Topic Modeling Framework / C. M. Pham,
A. Hoyle, S. Sun // Proc. of the 2024 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies (NAACL-HLT 2024). 2024.
C.2956-2984. Mexico City. Association for
Computational Linguistics.

Reuter A. Gptopic: Dynamic and interactive
topic representations / A. Reuter, A. Thielmann,
C.Weisser [u ap.] // arXiv:2403.03628. URL.:
https://arxiv.org/abs/2403.03628 (mara
obpamenus: 22.08.2025).

Riaz A. Exploring topic modelling: a
comparative  analysis of traditional and
transformer-based approaches with emphasis on
coherence and diversity / A. Riaz, O. Abdulkader,
M. J. Ikram, J. Sadaqgat // International Journal of
Electrical and Computer Engineering (IJECE).
2025. T. 15, Ne 2. C. 1933-1948.
http://doi.org/10.11591/ijece.v15i2.pp1933-1948

Roberts M. E. STM: An R package for
structural  topic models / M. E. Roberts,
B. M. Stewart, D. Tingley // Journal of Statistical
Software. 2019. T. 91, Ne 2. C.1-40.
https://doi.org/10.18637/jss.v091.i02

Sakar S. Research Topics and Trends in
Gifted Education: A Structural Topic Model /
S. Sakar, S. Tan // Gifted Child Quarterly. 2025. T.
69, Ne 1. C. 68-84.
https://doi.org/10.1177/0016986224128504

Sbhalchiero S. Topic modeling, long texts
and the best number of topics. Some problems and
solutions / S. Shalchiero, M. Eder // Quality &
Quantity.  2020. T. 54. C.1095-1108.
https://doi.org/10.1007/511135-020-00976-w

Shapurian G. Large Language Models and
Knowledge Graphs for Astronomical Entity

Disambiguation / G. Shapurian I
arXiv:2406.11400. URL:
https://arxiv.org/pdf/2406.11400 (mara

obparmenus: 22.08.2025).

Sharma A. DeTAILS: Deep Thematic
Analysis with Iterative LLM Support / A. Sharma,
J. R. Wallace // Proc. of the 7th ACM Conference
on Conversational User Interfaces (CUI ’25).
2025. Article 28. C.1-7.
https://doi.org/10.1145/3719160.3735657

Shirani M. Trends and Classification of
Artificial Intelligence Models Utilized in
Dentistry: A Bibliometric Study / M. Shirani //
Cureus. 2025. T. 17, Ne4. Cr. e81836.
https://doi.org/10.7759/cureus.81836

SilveiraL. Cone Beam  Computed
Tomography and Artificial Intelligence. Where
We Are? / L. Silveira // Rev Cient Odontol. 2024.
T. 12, Ne 4, Cr. e214.
https://doi.org/10.21142/2523-2754-1204-2024-
214

Tarek A. Query-Based Topic Modeling and
Trend Analysis in Scientific Literature / A. Tarek,
M. Mahmoud, B.Afifi [u ap.] [/ 2024
International Conference on Microelectronics
(ICM). Doha, Qatar. 2024, C. 1-6.
https://doi.org/10.1109/ICM63406.2024.10815706

TorresJ. PROMPTHEUS: A Human-
Centered Pipeline to Streamline Systematic
Literature Reviews with Large Language Models /
J. Torres, C. Mulligan, J.Jorge, C. Moreira //
Information. 2025. T.16, Ne5. Cr 420.
https://doi.org/10.3390/inf016050420

Wu X. A survey on neural topic models:
Methods, applications, and challenges / X. Wu,
T.Nguyen, A.Luu // Atrtificial Intelligence
Review. 2024. T. 57, Ne 18. C. 1-30.
https://doi.org/10.1007/s10462-023-10661-7

Xie B. Atrtificial intelligence in dentistry: a
bibliometric analysis from 2000 to 2023 / B. Xie,
D. Xu, X.Q.Zou [u mp.] // Journal of Dental
Sciences. 2024. T. 19. C.1722-1733.
https://doi.org/10.1016/j.jds.2023.10.025

Zatt F. P. Artificial intelligence applications
in dentistry: a bibliometric review with an
emphasis on computational research trends within
the field / F. P. Zatt, A. O. Rocha, L. M. Anjos [u
ap.] /[ Journal of the American Dental
Association. 2024. T. 155, Ne 9. C. 755-764.
https://doi.org/10.1016/j.adaj.2024.05.013

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y ITPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS


https://arxiv.org/html/2405.00611v1
https://doi.org/10.1007/s10462-024-11011-x
https://arxiv.org/abs/2403.03628
http://doi.org/10.11591/ijece.v15i2.pp1933-1948
https://doi.org/10.18637/jss.v091.i02
https://doi.org/10.1177/00169862241285041
https://doi.org/10.1007/s11135-020-00976-w
https://arxiv.org/pdf/2406.11400
https://doi.org/10.1145/3719160.3735657
https://doi.org/10.7759/cureus.81836
https://doi.org/10.21142/2523-2754-1204-2024-214
https://doi.org/10.21142/2523-2754-1204-2024-214
https://doi.org/10.1109/ICM63406.2024.10815706
https://doi.org/10.3390/info16050420
https://doi.org/10.1007/s10462-023-10661-7
https://doi.org/10.1016/j.jds.2023.10.025
https://doi.org/10.1016/j.adaj.2024.05.013

Hayuynblil pesyremam. Bonpocsl meopemuyeckoll u npukaadHoti aunzeucmuxu. T. 11, Ne3 2025 121
Research result. Theoretical and Applied Linguistics, 11 (3). 2025

The authors have read and approved the
final manuscript.

Aemopbr  npouumanu u  00oopunU
OKOHYAMeEIbHbLIL eapuanm pyKonucu.

Conflicts of interests: the authors have no
conflicts of interest to declare.

Konghnuxkmor unmepecos: y agmopoe nem
KOH)IUKmMo6 unmepecoes 0nsa oexaapavuu.

JlutBuHoBa TarbsiHa AJieKCAHIAPOBHA,
MOKTOp  (DWIIOJIOTUYECKUX  HayK, mpodeccop
Kaenpel pycckoro si3pIKa, COBPEMEHHON PyCCKOM
u 3apyOexHOW JwmTepaTypsl BOpOHEXCKOTo
rOCyIapCTBEHHOTO Mearorunueckoro
yHuBepcutera, Boponex, Poccus; Bemymuit
HAy4HBII COTPYIHHUK B OONAacTH KOMIBIOTEPHBIX

HayK, Boponexckuit roCyapCTBEHHBIN
yHuBepcuret, Boponex, Poccus
Tatiana A. Litvinova, Doctor of

Philological  Sciences, Professor of the
Department of Russian Language, Modern

Russian and Foreign Literature, Voronezh State
Pedagogical University, Voronezh, Russia; leading
researcher in computer science, Voronezh State
University, Voronezh, Russia

Hnmonutos IOpuii AjlekceeBUY, TOKTOP
MEIWIMHCKUX HayK, 3aBeqyromui Kadempoit
JIETCKOM CTOMAaTOJNIOIMH C OPTOIOHTHEHN, BopoHex,
Poccus

Yury A. Ippolitov, Doctor of Medical
Sciences, Head of the Department of Pediatric
Dentistry with Orthodontics, \oronezh State
Medical University, Voronezh, Russia

Cepenun IlaBen BiaagumMupoBud, TOKTOP
(I)I/IBI/IKO-MaTCMaTI/I‘{eCKI/IX HayK, 3aB€I[yIOHII/II71
kadenpoit  ¢GU3MKKM ~ TBEpAOro  Tela W
HaHOCTPYKTYp, BOpoHEXKCKUIl rocygapCTBEHHBIN
yHuBepcureT, Boponex, Poccus

Pavel V. Seredin, Doctor of Physical and
Mathematical Sciences, Head of the Department
of Solid State Physics and Nanostructures,
\Voronezh State University, Voronezh, Russia

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y IMTPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



Serakioti D. Semantics in corpus linguistics: the basic colour term red in Modern Greek 122

UDC 81322

Dimitra Serakiotil

DOI: 10.18413/2313-8912-2025-11-3-0-6

Semantics in corpus linguistics: the basic colour term red

in Modern Greek

L University of Western Macedonia,
3rd km of the national road Florina — Niki, 53100, Greece
E-mail: dimser21@hotmail.com
ORCID: 0000-0002-6306-5106

Received 31 Jamuary 2024; accepted 15 September 2025; published 30 September 2025

Abstract: This paper argues that electronic corpora provide a rich source of data and
a useful tool for semantics. More specifically, collocations, semantic preference and
semantic prosody of the basic colour term kédkkinos ("red™) in Modern Greek are
examined, using text corpora, such as Greek electronic dictionaries, SEK (Corpus of
Greek texts) and Educational Thesaurus of Greek Texts. The results of the research
show that such a corpus-based analysis reveals the semantic and pragmatic aspects of
language, the linguistic expression of emotion concepts, through conceptual
metaphor and metonymy. Collocations with this term seem to reveal a high degree of
semantic opacity in the framework of conceptual metaphor. In addition, kékkinos
(red) is mainly related to negative semantic prosody, denoting for instance
prohibition (kokini zoni = red zone, i.e. the area where entry is prohibited),
danger/emergency (kokinos sinayermos = red alert), prostitution/immorality kokino
fotaki (= red light in a tolerance house) and negative emotions such as anger
(kokinos san astakés = as red as a lobster), sorrow (kékini trayodio. = red tragedy)
and shame (égine kékinos san pantzari (= He turned as red as beetroot). The
originality of the research lies in the emergence of the power of context and
contextual factors in linguistic analysis, using naturally occurring instances and
precise corpus techniques. Regarding the study limitations, the analysis is based on a
specific set of corpora (Greek electronic dictionaries, SEK, and Educational
Thesaurus of Greek Texts), which, while valuable, may not represent the full
diversity of language use in informal, spoken, or contemporary digital contexts (e.g.,
social media, forums).
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1. Introduction

Corpus  linguistics has  emerged
considerably over last decades as one of the
most rapidly-developing and well-established
fields of research (see Stubbs, 1996; Biber et
al., 1998; Gries, 2009; Kennedy, 2014; Dunn,
2022). Large collections of machine-readable
texts provide language researchers the

possibility to get data easily and quickly at
minimal cost, using authentic occurrences of
language structure (including transcripts of
spoken data) and real-life examples. Also,
computerized corpora can be manipulated
consistently and accurately, making the results
more reliable (Sinclair, 1991, 2005; Liideling
and Kyto, 2008; Conrad, 2010).
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Through concordances and frequency
lists, corpus linguists can exploit data about
language, using the methods of computational
linguistics for data quantitative analysis.
Using methodological tools of corpora
editing, researchers can derive information
about collocations and semantic prosody (see
Sinclair, 1991; Stubbs, 2001; McCarthy,
2006; Hunston, 2007; Bednarek, 2008;
Barnbrook et al., 2013; Russnes, 2024). In the
framework of cognitive linguistics, corpus
linguistics has developed a large number of
conceptual tools analyzing expressions of
emotions (Oster, 2010, 2012;
Theodoropoulou, 2012; Babanoglu, 2015;
Tsapakidou, 2015).

Basic colour terms, their collocations
and semantic prosody have been studied
through corpora, among others by Philip
(2011), Steinvall (2006), Hemming (2012),
Serakioti (2020, 2021), Hamilton (2016),
Kalda and Uuskiila (2019), Brosa-Rodriguez
and Jiménez-Lopez (2023), Dai and Zainal
(2025), Wang and Yao (2025). Hamilton’s
research uses the data source of the Historical
Thesaurus of English (HT), the British
National Corpus (BNC) and the Corpus of
Contemporary American (COCA) to examine
the meaning of basic colour terms through
collocations and semantic prosody. Kalda and
Uuskiila  (2019) study English  colour
metaphors used in the translation tasks,
conducting a cognitive empirical study.
Serakioti (2021) studies the meaning of the
terms white (aspros/lefkos) and black
(mavros) in Modern Greek, based on Greek
Corpora and Greek dictionaries. The research
results showed that the term mavros has a
negative connotation, as opposed to lefkos
associated with a positive connotation. Also,
Serakioti (2015) examines the collocations of
the colour terms galano (light blue) in relation
to galazio (dark blue) through Corpus of
Greek texts.

The lack of empirical work on red
represents a significant gap in the literature,
especially given its cultural and symbolic
importance in Greek discourse (e.g., politics,
religion, emotion, and everyday language).

This study aims to fill that gap by conducting
a comprehensive corpus-based semantic
analysis of xoxkivo in Modern Greek,
drawing data from large-scale corpora that
span journalistic, educational, and general
language usage. By using concordance tools
and collocational analysis, the study
investigates both the frequency and evaluative
use of the term in various genres and
registers. Specifically, this study seeks to
investigate the term's collocational behavior,
semantic preference, and prosody — both
positive and negative — across various genres.
By applying principles of lexical semantics,
including  conceptual metaphor  and
metonymy, the study highlights the emotional
and evaluative meanings associated with
kékkinos. Ultimately, the research
demonstrates how electronic corpora can
uncover subtle contextual and pragmatic
dimensions of meaning in naturally occurring
language.

Our basic hypotheses are that xéxxivo
appears more frequently in evaluative rather
than purely descriptive contexts, with a
tendency toward negative semantic prosody —
such as associations with danger, conflict, or
strong emotion. Furthermore, it is expected
that its collocational patterns will vary
significantly depending on genre, reflecting
different  cultural and  communicative
functions of the term.

2. Literature Review and Theoretical
Framework

The semantics of colour terms has
attracted considerable scholarly attention
across disciplines such as linguistics,
cognitive  science, and  corpus-based
semantics. The Berlin and Kay experiment
(1969) is a landmark study in linguistics and
cognitive science that investigated how
different languages categorize basic colour
terms (see Serakioti, 2015, 2020). Through
cross-linguistic  analysis, the researchers
identified linguistic  universals in the
categorization of basic colour terms. Their
findings led to the formulation of a universal
hierarchy of basic colour term emergence,
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suggesting that all languages develop colour
vocabulary in a predictable sequence, starting
with white and black, followed by red, and
then green or yellow, blue, brown, purple,
pink, orange, grey.

Later research has investigated how
colour terms acquire metaphorical and
evaluative meanings. For instance, Steinvall
(2006) and Philip (2011) examined how
colour terms function in context, revealing
patterns of metaphor and collocational
behavior, particularly in English. In addition,
Hamilton (2016) provides a comprehensive
analysis of how colour terms in English
evolve from literal meanings to figurative
uses through metonymy and metaphor. Her
corpus-based study draws from large
databases such as the Historical Thesaurus of
English and explores how terms like red, blue,
and green develop complex emotional and
cultural connotations. She emphasizes that red
commonly denotes emotional excess, danger,
sin, or sexuality, often through expressions
like “red alert”, “red-light district”, and “red-
handed.”

Lakoff and Johnson (1980) argue that
colors are frequently used metaphorically to
express emotions, qualities, or states. For
example, blue denotes sadness and green
expresses envy (jealousy). Red is used to
denote anger, i.e. in expressions like “boiling
with anger” or “seeing red.” These
expressions reflect how we use color concepts
to frame and communicate emotional
experiences. Kovecses (2002) builds on the
work of Lakoff and Johnson (1980) and offers
a comprehensive and systematic framework
for understanding metaphor as a fundamental
mechanism of human thought. Kd&vecses
discusses how colors serve as powerful
sources for metaphorical meaning. He
highlights that some color metaphors are quite
universal — for example, black often
represents evil or death, white represents
purity or innocence — while others vary
widely by culture. He also analyzes color in
the domain of emotions, a key area where
colors are metaphorically used. For instance,
red often symbolizes anger, passion or

embarrassment due to embodied experiences,
and blue typically stands for sadness or
calmness.

From a structuralist perspective, Lévi-
Strauss (1963) observes that red often
functions as part of a symbolic binary (e.g.,
red/white, life/death) in mythology and ritual.
In many cultures, this colour is associated
with life force (blood, fertility), but also with
violence and sacrifice. Also, Elliot et al.
(2007) research in psychology show that red
influences perception; red can increase
attractiveness (in romantic contexts), signal
dominance or aggression (especially in
sports). This study investigates how exposure
to the color red can impair performance in
achievement contexts by evoking avoidance
motivation.Furthermore, the study by Bellizzi
and Hite (1992) investigates how the colors
red and blue influence consumer emotions
and purchasing behaviors within retail
environments. The research found that red
environments tend to evoke feelings of
tension and negativity among consumers.

In the field of Modern Greek, Serakioti
(2021) conducted a corpus-based analysis of
the colour terms mavros (“black™) and lefkos
(“white”), examining their collocational
patterns and semantic prosody across various
textual genres. Her findings revealed that
mavros consistently appeared in negative
evaluative contexts, such as expressions of
death, sorrow, and danger, while lefkos was
frequently  associated  with positive
connotations, including purity, innocence, and
peace. By employing tools such as
concordance lines and frequency analysis
from Greek corpora, the study provided
empirical evidence of how colour terms
function not only descriptively but also
evaluatively, reflecting deeper cultural and
emotional associations. In Modern Greek, the
semantic and evaluative uses of the term
kokkivo (“red”) have not yet been studied
through corpus-based methods. In Modern
Greek linguistics there has been no systematic
study of the color term red (koxkivo) based on
corpus analysis. Such research would fill a
significant gap in the literature by providing
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empirical data on the semantic and evaluative
uses of «oxkivo, revealing its cultural,
emotional, and contextual associations in this
language. This would also enable
comparisons with studies on other color terms
and contribute to a deeper understanding of
color semantics in Modern Greek.

3. Methodology

In this study, the electronic “Dictionary
of Standard Modern Greek” (Manolis
Triantafyllidis)?, SEK (Corpus of Greek texts)
(Goutsos, 2003), Educational Thesaurus of
Greek Texts and text corpora from journalism
and Secondary School (Corpus of New Greek
Texts)? were used in order to reveal semantic
relationships that are related to the term
kékkinos (“'red™) in Modern Greek. The total
corpus used in this study comprises
approximately 35 million word tokens. The
Educational Thesaurus of Greek Texts
consists of: 1) a General corpus, 2) textbooks
corpus and 3) the corpus of texts of teachers
(the teacher can insert his/her own texts). The
corpus of New Greek Texts contains about
5,000,000 word tokens published in the
newspapers Ta Nea (2092594 words, 4,432
texts) and Makedonia (2,608,410 words,
8,012 texts). The material is grouped based on
thematic units and genres (sports news,
narrative texts, film reviews, political
reporting, recipes etc.). The text corpora from
the field of education contain, in electronic
format, textbooks (for both students and
teachers) from the Lower Secondary School
(gymnasion) and the Upper Secondary School
(lykeion). In this way, it enables the user to
find authentic examples of the use of the
Greek language by searching for specific
words. For instance, by entering the word
“kokini”, all sentences containing this word
are retrieved. In addition, corpora give the
user the opportunity to search for the

! https://ww.greek-

language.gr/greekLang/modern_greek/tools/lexica/trian
tafyllides/index.html
2

https://www.greek-
language.gr/greekLang/modern_greek/tools/corpora/in
dex.html

frequency of occurrence of words and
lemmas, using statistical tools. The Corpus of
Greek Texts (SEK) is a synchronic,
monolingual corpus of Modern Greek that
contains approximately 30 million word
tokens, covering a wide range of text types
and thematic categories. It includes both
written and spoken texts, dating from 1,990 to
2,010 and all texts are pre-annotated with
metadata specifying their mode (written or
spoken) and genre, such as academic writing,
news articles, opinion pieces, literary texts,
interviews, and conversations. This diversity
makes SEK a valuable tool for linguistic
research, allowing for the analysis of word
usage and phraseology across different
contexts and genres.

Concordance analysis was performed
using AntConc  (version 4.1.0) to
systematically retrieve all occurrences of the
term xoxkivo and its inflected forms (e.g.,
kokkiwvy), facilitating a  comprehensive
investigation of its distribution and contextual
usage within the corpus. AntConc is a
freeware concordance program developed by
Professor Laurence Anthony. Frequency
counts and collocational patterns were
examined to identify semantic prosody and
evaluative contexts — positive, negative, or
neutral. Concordance lines allowed for close
examination of the word’s co-text to analyze
emotional associations and connotations
related to xoxxivo in different contexts. From
the retrieved concordance lines, a stratified
sample was selected to ensure representation
across genres and text types. Large collections
of spoken or written data (corpora) seem to be
ideal for the investigation of collocations
through  concordances in  user-friendly
software. It is worth noting the fact that a
concordance is one core corpus-handling
technique for retrieving a word or a phrase
analyzing the context before and after the
example (i.e. co-text). In the case of
connotations, concordances demonstrate the
word emotional associations, the positive or
negative feelings or emotions related to that
word.
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This study follows a descriptive,
corpus-based research design. First, instances
of the color term xoxxivo and its inflected
forms were extracted using keyword and
lemma-based searches. Next, concordance
lines were analyzed to identify co-text and
collocational patterns.  Finally, semantic
prosody was assessed by categorizing each
instance into evaluative types (positive,
negative, neutral), providing insight into
emotional and  cultural  associations.
Frequency counts and collocational analyses
were further processed using SPSS (version
28) to generate descriptive statistics and
frequency tables of evaluative patterns.

4. Findings and Discussion

The results of the present research (see
Figure 1) indicate that the term kodkkinos
("red™) in Modern Greek is related to the
emotions of anger and rage, for example
kokino pani (red flag), égine kékinos apo ton
Oimo tu (his face turned red with anger) /
kékinos san astakos (as red as a lobster). In
addition, kokinos denotes the feeling of
shame (égine kokinos san pantzdrilsan
paparuna (He turned as red as beetroot/ as a
poppy). Also, the specific colour term is
related to prohibition (kékinos simatodotis =
red traffic light, kokini zéni = red zone, i.e.
area where entry is prohibited), warning
(kokini karta = red card — for removing a
player from the match) or
threatening/danger/emergency (kékini yrami =
hotline — for direct or urgent communication
between the governments of two countries,
kokinos sinayermos = vred alert, kokinos
katdaloyos = red list of endangered animals).
In cases, such as kokinos sinayermés = red
alert, the overall semantic prosody is negative
with metaphorical extension, associated with
fear, urgency, danger, and disruption.
Metaphorical extensions of kokkinos highlight
cultural associations, linking the color not
only with physical redness but also with
emotional intensity and social conventions
(e.g., shame, prohibition).

(1) NO0244 P004 LO10 ... ng, yeyovog 6t M
Epopla amotedel kékkivo mavi yio To
ovVoLO TOV
eoporoyovu (Corpus of New Greek
Texts)

(2) NO473 POO1 LOO1 ... "Kokkivn™ ypopuun
pe tov gwoayyeréa ExPuach... (Corpus of
New Greek Texts)

(3) N0640 PO15 L0O31 ... Anvikov Kotvmviko
Ddopovp.| Xwpic wokkivny (oOVn ko
ovppatomAéypatal Ot 61ad ... (Corpus of
New Greek Texts)

(4) Awpdyeg ootpiov O k. Kopip Oempel
apeEANTED TO €VOEYOUEVO €VOG EUPVALOD
ToAEpOL  KaBdG Ommg Adel «etvaw 1
KOKKIVI] YpOoppu TTov Omo10g TV TePACEL
elval  KOTOOIKAGUEVOS VO TECEL OTNV
poopn PO, ™mg TOALOTKNG
katakpovyne» (Educational Thesaurus of
Greek Texts)

(5) M6978 P006 L010 ... amhodg tomobétnoe
TEPILETPIKG H10. KOKKIVI] KOPOEAQ, LE
mv omoio amoyopeveta ... (Corpus of
New Greek Texts)

Also, the term kokinos refers to
defamation (for example kokini /ldspi = red
dust) and prostitution/immorality (kokino
fotaki = red light in a tolerance house) in the
framework of conceptual metaphor. Another
collocation with kdkinos is related to
importance/honorable welcome (kékino xal®
= red carpet).

(6) H Aiyvrtoc 6Tp®dVEL KOKKIVO YOAD GTOVG

enevovtég (Educational Thesaurus of Greek

Texts)

It is worth noting the fact that the term
kokinos can be used to denote a Greek
football team (i kdkini (plural) = the team
whose emblem is red). In this case we observe
the linguistic phenomenon of metonymy (see
Stefanowitsch, 2006); a concept is referred to
by the name of something associated with that
concept. This usage often carries evaluative or
emotive connotations, depending on the
speaker’s perspective, such as enthusiasm,

3 Often the phrase is associated with an ironic
connotation in Modern Greek.
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rivalry, or criticism, illustrating how color
terms in Modern Greek can acquire socio-
cultural and affective meaning beyond their
literal sense.

(7) N2303 P036 LO79 ... nc Aipepmovr Kot
mg XéAtik. Ot "kékkivol" mhpov TV
npdkpion vikovtog pe ... (Corpus of New
Greek Texts)

(8) N2710 P0O05 L018 ... to Todumovg Atyk
extog  MNrav ot "KOkkKwol'. X710
TpoTdOAnua, ot dvo Pabuot ... (Corpus of
New Greek Texts)

More particularly, the term kokini refers
to the players or fans of the Greek football
team. Furthermore, the notion kdkinos can
express a political ideology (kékinos dimarxos
= “red” mayor) and it has also been associated
with blood (kdkini trayodia = red tragedy)
and revolution and to socialism and
communism (Kokinos Stratos = Red Army):
(9) N3334 P010 LO019 ... 49, apyilovtag pe

mv €icodo tov Koékkivov Xtpatod otnv
Odnocd kot ™ evyn ... (Corpus of New
Greek Texts)

Figure 1. Concordance of red colour in SEK

5 Evpwrn tov Slaothpatog BéAel va anodeifel 6T oKokkwvog MAavritng Sev eivat anokAeloTikod nedio

EPEVVWV

(10) H rpaywn o@ryovpo tov Zoftetiko
I'ovpt OAéoa (1899-1960) kvplapyei oto
véo TeVY0C TOL TEPLOdIKOV «IThavodiovy
(AexéuPproc 2004) — o Lopen TOL, OTMS
e&nyet n LETOPPAGTPLOL Evyevia
Kpuoéptokayla, peydlooe ommv Oomoco,
VINPETNCE otov Kékkivo Ztpato,
onuocievce To Hovadkd Tov pVdieTOPM UL
«®B6voc» ota 1927 ki éypaye B€atpo mov
avéBace o  duwonuoc  MéEyiepyoAvr.
(Educational Thesaurus of Greek Texts)

(11) Kot ... &gpilwoav amd TG KapOEG TOVE
™mv  KOkkwvip  tpaywdio.  (Educational
Thesaurus of Greek Texts)

(12) N0390 P0O05 LOOQ7 ... pali pe pepikovg
avemBountovg "Kokkivovg" ot Pooia,
omov &iye v evkatp ... (Corpus of New
Greek Texts)

Also, the term kokinos often denotes the
upper limit:

(13) Xt0 KOKKIVO YIMAOEC EMIEPNOEIS KOl

vowkokvptd (Educational Thesaurus of Greek

Texts)

(14) %to kokkwvo n pomovon (Educational

Thesaurus of Greek Texts)

|sek_texts\WLCG15- MpantoHAeKTpovIKOENHMEPQTIKA
5027

6 €UXr TwV 6 81¢. Katoikwv Tov MAavATn eival 0 "KOKKVOg  ouvayeppdc” Tov Acukol Oikov va pnv nyfoel  [sek_texts\WLCG15- MpanmtOHAEKTPOVIKOENHMEPQTIKA

ToTé

7 peyahvtepn avaoa pov. Mepvovoav oL Katpoi KL eyw, TIOKOKKIVOG KL amd To KOKKIVO Twv opiwv, cuvéxi{a tnv idix |sek_texts\WFCG11-

0026

n/aHAektpovikd AOTOTEXNIA
5027

8  mAnpogopieg OXETIKG pe Tn ovoTaan Tov ‘pn deixvouv 6TL oKokkvog MAavitng Siabétel o16epévio mupriva o€ pevotr |sek_texts\WLCG15- MpamtoHAEKTpOVIKOENHMEPQTIKA

Kataotaon

In Figure 2, most of the collocations are
conceptual metaphors and they are related to a
high degree of semantic opacity. In addition,
they denote negative prosody as long as they
are associated to notions such as danger,
prohibition, immorality and emotions, for
instance anger or shame. For example, in the
sentence «yeyovog 01t 1 Egopio amotedel
KOKKIVO  movi Yyl TO  OUVOAO  T®V
eoporoyovpévovy (“the fact that the Tax
Office constitutes a red flag for all
taxpayers”), the term is used figuratively to
emphasize the public’s emotional hostility

5019

toward the tax authority. The phrase kdxkivo
navi = red flag draws on conceptual metaphor
theory, specifically the metaphor “ANGER IS
PROVOKED AGGRESSION”, where the red
cloth symbolically incites a reaction, much
like a red rag to a bull (see Lakoff and
Johnson, 1980; Lakoff, 1993). This example
reflects how kokkinos contributes to
emotionally charged evaluative meaning in
institutional and socio-political contexts,
reinforcing the predominance of negative
prosody in its figurative usage. Such
expressions are grounded in embodied
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experience  and  culturally  mediated
symbolism, reinforcing how metaphor and
metonymy jointly shape lexical meaning and
pragmatic interpretation. These examples

illustrate the rich semantic versatility of
kokkivog, underscoring its pragmatic and
symbolic  functions in Modern Greek
discourse.

Figure 2. Concordance of red in Corpus of New Greek Texts (Newspaper “Macedonia”)

£1d ...

Woup...

efapt...

KOKKIVO (100) [kokKkvog - AcAms:Nns:Ans\Vns, kokkKivog - N+Hum:Ams, Kokkvog -
N+Hum+Nprop+[Ln]:Ams, Kdkkivo - N+MNprop+[Lieu]:Nns:Ans:Vns]
HNOO70 P004 LO10  ...0f UICYUVOIKD! PO CIpWLEV KO TO KOKKIVO TOU Tipomog KUAOUGE W T JOK
NOO91 P004 LO12 ... AUMTTICKGC ¥ooyeAd Trhamd ko pe "korkavo” Tpitrovto, Adal "avTio". 'Exa Ko
NO152 POOE LO16 ...EPIPEVE: ETC Ba TO YpAWElS PE TO KoKKIVO'.| AigBdnvopicn om {wr) gou Tv d

NO244 P004 LO10 ...NG, YEYOVOG 0TI n Egopia amoTteAsi koKKIVD TV yiol TO GUVOAD TwV gopoAo

N0255P016 Los4 ...v Qhupmord. H opdda pou givon To kKoKKvo Travi. ETropévig, amo epde Ba

It is worth noting the fact that linguistic
phenomenon of metonymy occurs in plural
terms in which one entity is used to refer to
another, related, entity. Our data could be
compared with those of corresponding
surveys  which  examine  metaphorical
extensions of red in corpora (see among
others Bennett, 1988; Hamilton, 2016;
KaldaA. and Uuskiila, 2019). Hamilton
(2016) denotes that red is related to negative
associations due to its connection with blood
and collocates with emotions including anger
and shame. Also, MacLaury et al. (1997: 77),
KaldaA. and Uuskila (2019: 692) and
Varikova (2007) support that red is related to
negative emotions, such as anger. Benczes
and Toth-Czifra (2014) argue that piros in
Hungarian is used more rather with positive
concepts, while vorés has a negative
connotation.

In Figure 3, the term xokxivog (“red”) in
Modern Greek exhibits a wide range of
metaphorical extensions and idiomatic uses
across various semantic domains. These
collocations often reflect strong emotional or
conceptual associations. In the domain of
anger, expressions such as éyive kéxkivog amo
tov Qouo tov (“he turned red with anger”) are

prototypical, while similes like xéxxivoc oov
aoroxog (“as red as a lobster”) also serve to
intensify emotional states. Shame is expressed
metaphorically through phrases like é&yve
KOKkKIvog oov mavi{api/oov mamopovva (‘he
turned red as a beetroot/poppy”’), highlighting
the embodied reaction of blushing. In other
domains, kOkKwvog is associated with sorrow
(eoxrvy paywodio — “red tragedy”), blood
(kokxvog oov 1o oiua — “as red as blood”),
prohibition (koxkivog onuarodotng — “red
traffic light”, xoxxivy {ovy — “red zone”), and
warning (kokkivy kapta — “red card”). It also
occurs in expressions denoting danger or
emergency, such as «okkivy  ypouus;
(“hotline”), koxxivog ovvayepuog (“red alert™),
and woxkkwog «KoatdAoyog (“red list” of
endangered species). Kokkivog kotdAoyog
(“red list”) refers to an official register of
endangered or threatened species,
highlighting those at risk of extinction. This
collocation exemplifies the use of the color
red to signal warning and urgency in
environmental and conservation discourse.
These metaphorical and idiomatic uses reflect
culturally mediated symbolism, where
kokkinos conveys social, political, and
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emotional meanings beyond its literal color
reference.

Other  figurative  uses include
defamation  (kéxkivy  Adonn “red
mud”/“smear”), immorality or prostitution
(koxxvo pwrtaxt — “red light”), and political
ideology (xoxxivog onuapyoc — “red mayor”,
Koxkivog 2Zrpatog — “Red Army”). The phrase
kokkivo gotaxt (“red light”) is commonly
used as a metonymic expression referring to
prostitution or red-light districts and draws on
the symbolic use of red light to indicate areas
where sex work is tolerated or regulated,
reflecting the color red’s association with
immorality and taboo in social contexts.
Positive or neutral connotations also appear in
collocations like xoxxivo yoldi (“red carpet”)
symbolizing an honorable welcome, and oo

xokkvo (“in red”) used metaphorically to
indicate intensity or reaching the upper limit,
particularly in economic or performance
contexts. The expression “red carpet”, which
conventionally denotes an honorable welcome
or special treatment, can also acquire an ironic
style, depending on the context. In such cases,
the metaphor takes on a critical or sarcastic
function, implying that someone is receiving
exaggerated or undeserved attention. The
irony emerges from the discrepancy between
the literal meaning of the phrase and the
actual tone or pragmatic implications of the
utterance. These examples illustrate how
kékkinos encodes affective responses and
socially  shared evaluations, signaling
disapproval, prestige, or caution depending on
the context.

Figure 3. Figurative meanings of kdkinos (“red”) in corpora

Metaphorical extensions
Anger -

Shame -
Sorrow =
Blood -
Prohibition -
Warning -

Threatening/Danger/Emergency -

Defamation -
Prostitution/Immorality -
Political ideology -

Honorable welcome -
Intensity/ The upper limit -

Collocations
koékino pani (= red flag)
égine kokinos apo ton Oimé tu (= his face turned
red with anger)
kokinos san astakos (= as red as a lobster)
égine kokinos san pantzarilsan paparuna (= He
turned as red as beetroot/ as a poppy)
kokini trayodio. (= red tragedy)
kokinos san to éma (= as red as blood)
koékinos simatodotis (= red traffic light)
kokini zoni (= red zone, i.e. area where entry is
prohibited)
kokini karta (= red card —for removing a player
from the match)
kokini yrami (= hotline - for direct or urgent
communication between the governments of two
countries)
koékinos sinayermos (= red alert)
kokinos  kataloyos (= red list of endangered
animals)
kokini ldaspi (= red dust)
kokino fotaki (= red light in a tolerance house)
kokinos dimarxos (= “red” mayor)
Kokinos Stratos (= Red Army)
koékino xali (= red carpet)
sto kokino (= in red) | epixirisis
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In Figure 4, the term xoxxivog ("red") appears
in the corpus in various inflected forms with a
total  frequency of 8,552  tokens,
corresponding to  0.0885%.. The most
frequently occurring form is the neuter
singular xoxkwvo (3,825 tokens, 0.0397%o),
likely due to its use in set expressions and
idioms. Other high-frequency forms include
the neuter plural xoxxiva (1,636 tokens,
0.0169%0) and the feminine plural xoxxiveg
(860 tokens, 0.0089%o), reflecting agreement
patterns in nominal phrases. The term
kokkivor  (nominative plural), xokkivwv

(genitive plural) and xodxkivovg (accusative
plural) usually denotes the members of a
political party/group (878 tokens). This
distribution suggests that the color term is
morphologically productive and appears in a
wide range of syntactic environments. The
prevalence of neuter forms may also reflect
their frequent use in metaphorical and
idiomatic expressions. Overall, the data
underscores the semantic and functional
versatility of xoxxivoc in Modern Greek
discourse.

Figure 4. Educational Thesaurus of Greek Texts: inflected forms of the Modern Greek adjective

"kokkwvog" (“red”)

Frequency of Inflected Forms of 'kékkwvoc' in Corpus
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Figure 5. Frequency graph of kokinos ("red") in different genres (“Ta Nea” Journal)

Frequency of 'kdkkwog' (raw count)

Genre

According to Figure 5, research results
show that the word kdkinos (“red”) appears in
a higher percentage in genres such as artistic
news and recipes, mainly in the literal
meaning of the term. In contrast, its
occurrence in narrative texts, book reviews,
and political reporting is relatively limited.
These frequencies are presented as raw counts
and reflect genre-based variation in the usage
of color terminology. While artistic and
culinary texts tend to use kdkkivog
descriptively (e.g., red paint, red peppers),
political and literary texts may employ the
term more metaphorically or sparingly.
Comparing across genres, it is evident that
while culinary and artistic texts employ
kokkinos primarily descriptively, narrative and
political genres exploit its metaphorical and
symbolic potential, reflecting both emotional
and socio-political dimensions. This variation
across genres demonstrates that kokkinos
conveys context-dependent meanings, ranging
from negative in political and sports settings
to neutral or literal in artistic and culinary
domains. In the case of appearing in sports
news, it includes the players of a team whose
characteristic color is red, for example
kokkivor (kokini). Also, this term appears in

Frequency of the Term 'kdkkwog' Across Genres
15

phrases, such as “red cards”, and it is related
to negative connotation (punishment, severe
warning, rejection).

In political reporting the term kdkinos
appears to denote a political party or its
supporters (i.e. communist or socialist parties)
and typically functions metonymically. Its
connotative charge varies with context,
ranging from solidarity and leftist identity to
radicalism or dissent. This reflects the broader
phenomenon of color terms acquiring
symbolic and evaluative meanings beyond
their literal usage. Negative semantic prosody
is associated with revolution, extremism,
conflict, or even danger.

In narrative texts, the term red is
frequently employed with predominantly
metaphorical significance, particularly in
relation to the emotional states of central
characters. It commonly symbolizes intense
affective experiences such as anger and fear.
The color red often connotes heightened
emotional arousal, encompassing not only
rage and aggression but also danger and
alarm.  Additionally, red may evoke
associations with violence and blood, further
reinforcing its connection to physical and
psychological intensity. Thus, within narrative
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discourse, red functions as a powerful
metaphorical device that conveys complex
and visceral emotional dimensions of the
protagonist. Comparing these genres, it is
evident that kokkinos operates along a
spectrum of meaning: in political reporting, it
primarily conveys evaluative and symbolic
associations tied to ideology and social
positioning, whereas in narrative texts it
functions as a vehicle for expressing intense
emotional states and human experience. This
demonstrates that the semantic prosody of
kokkinos is highly context-dependent, shaped
by both genre conventions and cultural
knowledge.

5. Conclusions

Corpus analysis is proved to be a useful
and accurate tool for linguistic research. The
study results showed that the colour term
kokkinos (“red™) in Modern Greek is mainly
associated with negative prosody, denoting
anger, shame, prohibition, immorality and
danger. In some examples it is related to
politics (communism and socialism) and in
other cases it metonymically denotes the
members of a Greek team (kokkini) and it
appears in the plural. Although there are
expressions with a positive connotation, such
as kokkwo yoAi (“red carpet”), in a different
context they may carry an ironic tone.
Collocations with red seem to have a high
degree of semantic opacity, due to the fact
that the meaning of the phrase is not easily
derived from the meaning of its members (i.e.
Kokinos Stratos, kokinos sinayermds, égine
kékinos  san  pantzdri/san  paparuna).
Statistically, as far as the genre is concerned,
the term appears in artistic news and recipes
that mainly express literal meaning, while
when it appears in narrative texts it indicates a
conceptual metaphor.

The corpus analysis of the colour term
KOKKIVOG "red") in  Modern  Greek
demonstrates its high frequency and extensive
morphological variation, with a total of 8,552
tokens identified across various inflected
forms. The predominance of the neuter
singular xoxkivo is indicative of its frequent

appearance in noun phrases and fixed
expressions. This distribution suggests that
kokkivog 1S @ morphologically productive
lexical item that participates in a wide range
of syntactic constructions. The prevalence of
neuter forms further points to their central
role in metaphorical and idiomatic usage,
underscoring the term’s pragmatic flexibility.
Also, concordances are a basic corpus-
handling technique displaying the word’s
systematic co-occurrences in text, while co-
text plays an indispensable role in the
linguistic analysis providing important new
insights about the word usage.

The study also showed that negative
associations  with  kdkkinos  outnumber
positive ones. However, it did not include
quantitative analysis of the frequency of
specific collocations, which is a limitation.
Future research should include such
quantitative data, expand corpora to include
spoken and digital texts, and explore how the
meaning of kdkkinos may shift over time and
across contexts. Ultimately, this study
highlights the effectiveness of corpus-based
methods in uncovering nuanced contextual
and pragmatic aspects of lexical meaning,
reinforcing the potential of such approaches
in lexical semantic research.
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Abstract. Hughes, like numerous African Americans, endured segregation,
oppression, and marginalisation. In his poetry, Hughes interrogates the dire social
conditions of the Black community. Hughes’ poetry not only documents the
widespread racism that fosters hostile environments for black people but also
explores potential remedies to this issue. This study analyses the inequitable social
dynamics and power relations between whites and blacks as depicted in Hughes’
poetry and examines how the pluralistic politics expressed therein contribute to the
improvement of social reality in America. This study attempts to investigate three
specific questions: What creates America’s unjust social reality? What are the
pluralistic politics proposed in Hughes’ poetry? And in what ways might pluralistic
politics assist in enhancing the social reality in America? A dataset of 40 poems was
analysed using thematic, Fairclough’s, and van Dijk’s critical discourse
methodologies. The data analysis indicated that the inequitable reality depicted in
Hughes’ poetry stems directly from a white-centred ideology. Beliefs in whiteness
contribute to the establishment of white supremacy and perpetuation of black
inferiority. These beliefs manifest in racist actions and policies. The findings reveal
that Hughes’ pluralistic framework encompasses interest group pluralism,
emphasising civil rights, equitable resource allocation, and equitable voting rights.
This framework regards compromise as a form of negotiation. Hughes’ pluralistic
politics offer insights into the creation of safe spaces within a presumably pluralistic
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society. This study provides a novel analysis of the power dynamics between whites
and blacks as portrayed in Hughes’ poetry, offering an in-depth investigation of the

pluralistic ideologies expressed within it.

Keywords: Langston Hughes; Hughes’ representation of whiteness; Critical race
analysis in Hughes’ poetry; Pluralistic ideology; Critical realism
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1. Introduction

Existing scholarly explorations of
Hughes’ poetry have primarily focused on the
racism, racial discrimination, and oppression
that blacks have suffered in the United States
(e.g., Poongodi, 2012; Reddy, 2013; Nichols,
2014; Muslih, 2016; Stephane, 2017a, 2017b;
Prathap and Kumaresan, 2022). The
construction of whiteness and blackness, the
formation of a black national identity, and
Hughes’ liberating sense of resistance to
oppression have been the subject of several
studies (Minato, 1998; Hatem, 2011; Mehta,
2011; Sharma, 2017; Mahmood and Majeed,
2019, Al-Ramahi et al., 2021; Fernandez-
Alonso and Barros-del Rio, 2021; Prathap and
Kumaresan, 2022; Almahasneh, 2024). Our
study delves into Hughes’ pluralistic
framework, which helps address the black-
white conflict in the US and the contrasting
interactions between whiteness and blackness,
as depicted in his poetry. Hughes’ significance
lies in his groundbreaking commitment to
portraying the whole spectrum of African
American life. By concentrating on these
everyday realities, Hughes validated a crucial
facet of Black reality that had been largely
ignored in serious art, thus democratising the
themes of the Harlem Renaissance. His
discourse recurrently refers to the narrowness
of safe spaces that are assumed to be black.
Thus, depicting black people’s lives in white
supremacist culture has been central to
Hughes’ work (Boostrom, 1998). In his
poems, Hughes questions the terrible social
reality of the black community. Hughes’
poetry not only chronicles the pervasive
racism that creates hostile environments for
black people but also delves deeply into

potential solutions to this problem, offering
black people hope for a better future (Holley
and Steiner, 2005). The following questions
were the focus of this study:

RQ1. What creates America’s unjust
social reality?

RQ2. What are the pluralistic politics
proposed in Hughes’ poetry?

RQ3. In what ways might pluralistic
politics assist in enhancing the social reality
in America?

This study presents a novel examination
of the power dynamics between individuals
from white and black racial backgrounds, as
depicted in Hughes’ poetry. Additionally, it
offers a thorough analysis of the diverse
political ideologies advocated by this body of
research. This work goes beyond traditional
examinations of the language surrounding
racial oppression and prejudice, as it
addresses the three research questions listed
previously. The findings of this study may
have an impact on academic discourse aimed
at addressing the concepts of whiteness and
blackness. This study emphasises Hughes’
pluralistic framework, which addresses the
unequal relationship between white and black
individuals in the United States.

2. Conceptual Framework

2.1 Whiteness

Achieving whiteness is considered a
form of self-actualisation that occurs in the
absence of the Other (Nakayama and Krizek,
1995; Dwyer and Jones, 2000; Scott and
Rodriguez Leach, 2024). Whiteness confers
an advantage to individuals who are socially
identified as white, which is linked to white
privilege (Harris, 1993; Frankenberg, 1993;
Fanon, 2008; Owen, 2007; Jungkunz, 2011).
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Whites and blacks live in a racially controlled
reality in which whites are taught to regard
their lives as morally neutral, normative,
average, and ideal (Giddens, 1984; Mclntosh,
1988; Roediger, 1992). DiAngelo’s (2011)
concept of white fragility has helped explain
whites’ lack of racial stamina when
confronted with whiteness on a regular basis.
Furthermore, Frankenberg (1993) contends
that whites not only build the world of colour
and exclude coloured people but also
establish whiteness as an imperceptible and
unmarked norm. According to Mahoney
(1997), whiteness is a dominant, transparent
criterion that determines which racial features
should be measured. The language of
whiteness assumes Whites’ claim to agency
while denying others’ agency (Samaj, 1981).
Whiteness, with its deep relationship to race
and racism (Bhabha, 1998; Ogbonnaya, 1994;
Allen, 2001; Khan, 2024), aids in the
maintenance of the racist system. Thus,
whites’ incapacity to see their whiteness
contributes to the perpetuation of race and
racism (Allen, 2001; Leonardo, 2009; Cole,
2009).

Despite extensive analysis of whiteness
by several scholars (e.g., Fanon, 1986;
Nakayama and Krizek, 1995; Efird et al.,
2024), the flexibility of whiteness as a
classification is more than commonly
perceived (Satzewich and Liodakis, 2010).
Whiteness, as defined within the paradigm of
white privilege (Mclntosh, 1988), refers to a
collection of decisions that provide
advantages to white individuals. While
whiteness has traditionally been associated
with the lifestyle, beliefs, and ideals of White
individuals, the notion itself is widely
regarded as problematic due to its inherent
racism, as it perpetuates the racist system
(Satzewich and Liodakis, 2010). Post-racial
societies have consistently criticised and
questioned the concept of whiteness and
white privilege, as these concepts highlight
the institutionalisation and validation of
racism (Lund and Carr, 2015).

2.2 Blackness

The association of blackness with black
skin has marginalised black people’s identity,
leading to a sense of inferiority (Fanon,
1986). According to Johnson (2003),
blackness is characterised as elusive because
of its ability to undergo transformation and
move in a different direction. Blackness is not
solely determined by skin colour but is also a
social construct that is consistently defined in
contrast to whiteness (Johnson, 2003;
Mapedzahama and Kwansah-Aidoo, 2017;
Jablonski, 2021). Since Black people have
historically been mostly classified according
to their biological traits, blackness is
occasionally boiled down to a simple physical
attribute  (Gabriel, 2006; Yancy, 2008).
Whiteness ideologies stereotype blackness as
negative, which makes whites detest and fear
blackness, justifying its exclusion (Fanon,
1986; Biko, 1996; Marriot, 2007). For some
Black people, escaping the constraints of
blackness has been more beneficial than
remaining in the black space. However, many
people feel forced to accept white values and
practices. Logan (2014) contends that black
people who wish to appear white should be
personable, lively, helpful, pleasant, and well-
spoken without appearing excessively black.

2.3 Pluralism

Pluralism denotes the presence of
multiple cultures coexisting within a single
civilisation. The distinctiveness of each
culture is preserved. According to McLennan
(1995), pluralism is a concept of being both
equal and distinct. McLennan (1995) defines
pluralism as the utilisation of diverse concepts
and attitudes, allowing for an impartial
evaluation of different options. On the other
hand, Giménez (2003) sees pluralism as a
fundamental characteristic of a democratic
society, where there is a presence of social,
political, and legal diversity. Swann (1985)
highlighted the facets of pluralism. One such
aspect is social harmony. Furthermore,
pluralism ensures that all citizens shape
society’s democratic framework. The pluralist
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position is that different groups should have
equal access to political power so that they
can pursue their own interests (Miller, 1983).
Another strength of pluralism is the equitable
allocation of the political power it promotes,
which contributes to the idealisation of
democracy (Miller, 1983).

According to Hughes, the plural society
can contribute to making life safe for Black
people in America. Thus, Hughes has
expressed pluralistic politics in his poetry,
which could help Black people feel stronger
and prouder of who they are. Hughes has
continued to express his pride in being Black,
despite the prejudice that Black people are
weak and inferior. According to Nash (2012),
Hughes draws strength and inspiration from
his blackness, which is evident in his deep
dedication to black culture. By highlighting
the importance of blackness and establishing
blacks as an interest group capable of
competing, Hughes’ insistence on polarisation
between whiteness and blackness reinforces
blackness.

3. Theoretical Framework

An analytical lens grounded in Critical
Discourse Analysis (CDA) was used in this
study. Critical Discourse Analysis examines
how social power, domination, and inequality
are performed, reproduced, and resisted in texts
and speeches in social and political situations
(van Dijk, 2001; Fairclough, 2010). According
to Young and Harrison (2004), the CDA
uncovers language-encoded ideologies that
justify power inequality. CDA  makes
naturalised ideas unnatural, allowing them to be
challenged or rejected (Lazar, 2005). CDA
discusses language, ideology, power, discourse,
social identity, social change, and the
discourse’s role in creating and preserving
inequality (McGregor, 2011). CDA emphasises
that the persistent wuse of unequal
representations encourages unequal social
processes where authority — misrepresents
marginalised and vulnerable people
(O'Halloran, 2001). Thus, CDA’s critical
analysis brings attention to discourse tactics that
create, maintain, and perpetuate symmetrical
power dynamics (van Dijk, 1997a).

The data from the present study were
examined using  Fairclough’s  Critical
Discourse Analysis (CDA), which helped us
assess the social context of Hughes’ poems
and illustrate the interdependence between
language and ideology. Fairclough (1996)
investigated the correlation between power
and language in discourse, with a specific
emphasis on the textual and social knowledge
necessary for its creation and understanding.
Discourse is involved in the creation and
understanding of language since language is
inherently  social  (Fairclough,  2001).
Fairclough’s Critical Discourse Analysis
approach consists of three essential elements:
discourse-as-text, discourse-as-discursive-
practice, and discourse-as-social-practice
(Blommaert and Blucaen, 2000; Simpson and
Mayr, 2010). These components helped this
study analyse discursive social practices
related to whiteness, blackness, and pluralism.
According to Fairclough (1992, 1995), the
analysis of texts as a social practice exposes
the existence of hegemony and ideology
within them.

Hughes’ poetic discourse was analysed
using systematic functional grammar (SFG)
of texts (Fairclough, 1995). Literary text style
elements associated with ideologies of
whiteness and plurality in Hughes’ poetry
were identified by the SFG’s social context
language  analysis  (Cunanan,  2011).
Moreover, our study’s critical analysis
depended on the ideational functions of
language patterns to help us better grasp the
human experience as a means of experiencing
‘reality” (Halliday, 2002). Transitivity is
necessary to study how language alters
people’s perspectives on the world, (Halliday,
1985, 1994). Our mental representation of the
universe and reality is reflected in language
(Simpson, 1993; Young and Harrison, 2004).
In our research, we used transitivity system
analysis to compare the social experiences of
Blacks and Whites. Transitivity applies to all
verbally articulated phenomena, such as acts,
events,  consciousness  processes,  and
relationships. Transitivity patterns reveal the
author’s ‘mind style’ (Fowler, 1986) which is
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defined as any distinct  language
representation of one’s mental self (Fowler,
1977).

Although Fairclough’s CDA approach
played a significant role, van Dijk’s Critical
Discourse Analysis was crucial for analysing
the data of this study. This approach
establishes a connection between cognition,
text, and society, with cognition having an
impact on society (Hart, 2010). According to
van Dijk (1990), language plays a key role in
the formation, acquisition, and alteration of
social cognition, including ideological beliefs,
opinions, and attitudes toward others. Van
Dijk (1995) argued that discourse analysis is
essentially an analysis of ideologies. He
suggests that any aspect of discourse that
conveys, establishes, affirms, or highlights a
biassed group opinion, viewpoint, or stance,
particularly within the sociopolitical context
of societal conflict, should be considered.
Applying van Dijk’s methodology to evaluate
Hughes’ poetry facilitated the examination of
ethnic discrimination and resistance of
dominant groups (van Dijk, 2005).

4. Materials and Methods of Research

Purposive sampling was used to collect
the data. This selection strategy allowed us to
select examples that contained a considerable
amount of information, thus enhancing our
ability to answer the study questions. Data
from 40 poems were meticulously studied and
evaluated twice to acquire complete
comprehension of their underlying meanings.
We used Braun and Clarke’s (2006) thematic
analysis. Using this iterative method, we
created and identified initial codes associated
with whiteness ideas such as ‘discrimination’
and ‘oppression.” Other codes were grouped
according to their relevance to pluralistic
politics, such as ‘equal voting rights,’
‘freedom of thought,” and ‘civil rights.’
Following the first coding, the resulting codes
were examined to derive their comprehensive
meanings.

Subsequently, we categorised the
recently surfaced codes into potential themes,
considering their resemblances in meaning
and purpose, such as ‘white supremacy,’

‘black inferiority,” and ‘interest group
pluralism.” Subsequently, we revisited the
evolving themes and subthemes to ensure that
the collected poems for each theme were
appropriately cohesive. The data underwent
thematic mapping, allowing for identification
of the portions where each theme was most
prominently depicted. The current study
determined that the material was encoded and
organised in a natural and sequential manner.
Prior to the report’s production, the final
themes were generated.

In addition, the critical discourse
methodologies of van Dijk and Fairclough
were subsequently utilised to critically
analyse the codes and themes produced by the
thematic analysis. This facilitated the
identification of the linguistic features of
Hughes’ poetic discourse that encapsulate
ideologies linked to identified codes and
themes. The following section elucidates how
Critical Discourse Analysis facilitated the
interpretation of the data in this study.

We employed GPT-40 (OpenAl) to
assist topic extraction and topic labeling as a
part of our methodology. All analytical
decisions and conclusions were the authors’
own. We used wordservice.ai for English
proofreading only (spelling, grammar, and
stylistic edits). The service did not generate
substantive content or perform analysis. No
generative tool made interpretive or
methodological decisions without human
oversight.

5. Findings and Discussion

The research findings indicate that
Hughes’ poetry encompasses various themes
that illustrate the concepts of whiteness,
blackness, and pluralistic viewpoints. The
data provide additional evidence that these
themes highlight racial policies and pluralistic
politics. This study employs the frameworks
of van Dijk and Fairclough to analyse the
discourse in Hughes’ poetry, elucidating its
portrayal of the intricate relationship between
whiteness and blackness, along with Hughes’
inclusive perspective. The analysis examines
the inequitable social conditions experienced
by African Americans, emphasising the theme
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of racial segregation, oppression, and
discrimination. The analysis also highlights
Hughes’ pluralistic politics, encompassing
interest groups that advocate for equal voting
rights, civil rights, and the distribution of
resources, along with Hughes’ perspective of
negotiation-based compromise, which
emphasises the recognition and appreciation
of differences while valuing shared
commonalities.  Therefore, it analyses
Hughes’ efforts to foster a more inclusive
society.

5.1 Whiteness Ideologies and the
Unjust Social Reality in the United States
of America

Whiteness has been emphasised in
Hughes’ poetry, notably its function in
creating  safe  spaces  for  whites.

Simultaneously, this poetry extensively
depicts the threat to blackness posed by
whiteness ideologies. As a result of the
incompatible ideologies of both blackness and
whiteness, Hughes’ poetry has generated
dichotomies of whiteness and blackness
inside unjust social reality. It is important to
note that whiteness portrays whites as a
privileged ethnic group by emphasizing their
superiority over blacks. Whiteness ideologies
that reinforce white superiority have been
shown through racist acts and policies. The 40
selected poems had a total of 72 instances
where racist acts and policies were repeated.
The data obtained from the 40 selected poems
in Table 1 illustrate the emerging themes in
whites’ racist acts and policies, along with
their corresponding frequencies.

Table 1. Evolving thematic points in relation to racist acts and policies portrayed in Hughes’ poetry

Themes related to racist acts and policies n Percentage
1) Racial segregation (social-geographical) 13 18.05
2) Oppression by force (e.g., lynching) 19 26.38
3) Oppression by deprivation (e.g., dignity) 8 11.11
4)  Cultural oppression  (superior-sub

7 9.72
cultures)
5) Racial discrimination (e.g., education) 25 34.73

The findings reveal a discrepancy in the
occurrence of racist acts and policies depicted
in Hughes’ poetry. The predominant racist
conduct and policy observed in the selected
sample of Hughes’ poetry was racial
discrimination (Table 1). Data analysis
revealed a recurring theme of racial
discrimination, accounting for approximately
34.73% of the dataset. The prevalence of
racial discrimination in the 40 poems
indicates that Hughes aims to illustrate the
dominance of white individuals, while also
highlighting the detrimental impact of racial
discrimination on black individuals. Hughes’
poetry exhibits racial discrimination more
frequently than oppression by force, which is
a racist act and policy. This constituted nearly
26.38% of the sample, as shown in Table 1.

Racial segregation was less prevalent in
the sample selected than in instances of racial
discrimination and  oppression  through
coercion. This constituted approximately
18.05% of the sample (Table 1). This finding
suggests that Hughes’ main concerns revolved
around racial discrimination and the use of
force to oppress the people. This highlights
the contradictory link between whiteness and
blackness, as both racist acts and policies
involve a significant level of violence (van
Dijk, 2001). The selected poems exhibited a
limited recurrence of themes related to the
oppression caused by deprivation and cultural
subjugation. The prevalence of oppression by
deprivation was 11.11% in all instances, while
cultural oppression accounted for 9.72% (see
Table 1). We argue that these two themes are
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only sporadically reiterated, since Hughes
primarily concentrates on the perpetration of
violence against black individuals, which
serves to perpetuate the dominance of whites
and engenders an unfair world. The following
sub sections address themes related to racist
acts and policies against Black people. As part
of the theme presentation, five extracts from
the current study’s sample were covered,
which  were examined using Critical
Discourse Analysis by Fairclough and van
Dijk.

5.1.1 Racial Segregation

Hughes’ poetry mostly focuses on
depicting the hardships faced by black
individuals and has extensively addressed the
problem of racial segregation. Hughes
portrays bleak images of black individuals
residing in segregated neighborhoods in his
poems. The selected instances were
thoroughly analysed to enhance the
conversation regarding this problem. Extract
5.1 from Hughes’ poem Air Raid over Harlem
highlights racial divisions. Segregation is
achieved by isolating-coloured individuals in
Harlem.

Extract 5.1

1 Harlem, that’s where [ live!

2 Look at my streets

3 Full of black and brown and

4 Yellow and high-yellow

5 Jokers like me.

(Hughes, 1994, p.185)

The analysis of polarisation in
Extract 5.1 contributes to highlighting the
segregation of coloured people. According to
van Dijk’s (1998) ideological square, the
polarisation of inter-group discourse occurs
through Us against the Them dichotomy.
Hughes’ reference to all coloured people in
Harlem, including himself (lines 1-4),
polarises the inter-group relationship. Inter-
group polarisation is also accompanied by the
presentation of the group’s positive aspects.
To clarify, Hughes’ allusion to colourful
individuals living in a crowded location (lines
3-4) implies that those people can coexist.
Hughes’ exclusion of white is ideologically
motivated, as demonstrated in Extract 5.1.

This exclusion reflects the sociological reality
that groups coloured people together in this
small area and separated them from whites.
According to  Willhelm (1970), these
ghettoised communities have marginalised
coloured people. More crucially, the final
phrase of this extract emphasises the terrible
other by referring to the other’s unfavourable
attitudes that have caused those coloured
folks to become Jokers (line 5). It is possible
to argue that whites’ racial policies, which
isolate coloured people, are the root cause of
their misery. In this sense, Hughes’ depiction
of coloured people as clowns (line 5) implies
that Whites regard them as inferiors, and
hence racial regulations prevent whites from
socialising with such inferiors.

5.1.2 Racial Discrimination

Extract 5.2 from Hughes’ poem The
Backlash Blues highlights how white
ideologies restrict life prospects for black
individuals, emphasising the issue of racial
discrimination.  Hughes highlights  how
several aspects of black life have been
significantly impacted by the ideologies of
whiteness in this extract. These ideologies
have contributed significantly to racist
policies that benefit whites. Racist policies
have had a significant impact on the economy,
housing, and education of black individuals.

Extract 5.2

1 You raise my taxes, freeze my wages,

2 Send my son to Vietnam.

3 You give me second-class houses,

4 Give me second-class schools,

(Hughes, 1994: 552)

Studying the pattern of transitivity in
this extract reveals unequal power dynamics
resulting from institutional racist practices
strongly backed by white supremacist
ideologies. Stylistically, the dominance of
Whites is mainly achieved through the
frequent use of material process verbs like
‘freeze’ (line 1), ‘send’ (line 2), and ‘give’
(lines 3-4) in this extract. The verbs in
question are commonly linked with the out-
group pronoun ‘you’ in lines 1 and 3, which
specifically pertain to Whites. The verbs (e.g.,
raise-line 1 and send-line 2) demonstrate the
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significant level of agency of Whites.
Whiteness has enabled white individuals to
develop agency, thereby enhancing their
power. The examination of ‘lexicalisation’
(Fairclough, 1989) in this extract shows the
negative impact of Whites’ actions on blacks.
The derogatory words associated with black
people indicate their socioeconomic status,
such as ‘second-class residences’ (line 3) and
‘second-class schools’ (line 4). These words
also demonstrate the devaluation of
blackness, which has significantly affected the
perceptions of black individuals in American
society. This sample highlights how whites
institutionalise  the inferiority of black
individuals by impacting their quality of life.
This has significantly contributed to the
creation of unsafe environments for black
individuals. Pinderhughes (1989) agrees that
institutional racism impacts the opportunities,
lifestyles, and quality of life for both white
individuals and people of colour.

5.1.3 Oppression by Force

Hughes’ poetry describes numerous
forms of forceful oppression, including
Ilynching, gunshots, biased laws, police
brutality against blacks, hard labour, and
humiliation. Hughes’ poetry accurately
illustrates the tyranny by force that Blacks
have suffered in America, since he is deeply
concerned with communicating the suffering
they have endured in an unjust reality.

Extract 5.3 from Hughes’ poem Always
the Same depicts the horrific realities that
Blacks have had because of a social reality
controlled by whiteness beliefs. As a result,
this extract provides significant evidence of
Whites’ contribution to the creation of
hazardous settings in which blacks are
endangered because of their blackness.

Extract 5.3

1 Black:

2 Exploited, beaten and robbed,

3 Shot and killed.

(Hughes, 1994: 165)

Analysis of the ‘pattern of transitivity’
(Fairclough, 1989) can assist in exposing the
extract’s gloomy impression of blackness. In
this extract, the passivized verbs of the

material process used in the phrases reflect
Black and White roles in the social order.
Because the passivized structure may be
related to ideological text (Fairclough,
1992), agency could be a significant attribute
stated in this extract. In these phrases, Black
is portrayed as agentless and is impacted by
acts (lines 2-3). According to Karp (1986), an
agent utilises power to achieve a specific
result. The extract constructs power relations
using passivized structures, confirming
blacks’ lack of power. It is possible that the
construction of blacks as agentless stems from
both their blackness and whiteness ideologies.
Those Blacks, who were seen as being
agentless, were threatened. Furthermore, the
technical chains (Fairclough, 2006) of
passivized EN participle verbs exploited,
beaten, robbed (line 2), shot, and slain (line 3)
highlight Blacks’ weaknesses and the many
methods used by Whites to subdue those
Blacks. The finding that blacks are perceived
as agentless in comparison to agent whites
supports Logan (2014), who argues that there
is no meaning of blackness in the United
States without an implicit connection to
whiteness. In Extract 5.3, the continuous use
of passivized language structures to convey
blacks’ experiences demonstrates how
whiteness beliefs have had a significant
impact on the formation of agent and
agentless ethnic groupings. Consequently,
passive constructs in Hughes’ language play a
stylistic role in representing power relations
in social reality.

5.1.4 Cultural Oppression

Hughes’ poetry centres on culture due to
the impact of cultural oppression on Black
identity. Cultural oppression refers to the
unequal recognition of ethnic groups’
traditions within a common geographical area
(Hanna et al.,, 2000). Dominant groups
establish and formalise their superior culture
among various ethnic groups to retain power.
Hughes may be alert because this type of
persecution has become ingrained and
inherent in Dblack life. Extract5.4 from
Hughes’ poem Poem [1] shows his
apprehension of the ultimate European
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American civilisation, which is said to be the
wellspring of universal principles.

Extract 5.4

1 All the tom-toms of the jungles beat in
my blood,

2 And all the wild hot moons of the
jungles shine in my

3 soul.

4 | am afraid of this civilization —

5 So hard,

6 So strong,

7 So cold.

(Hughes, 1994: 32)

Van Dijk’s (1998) ideological square
can show Hughes’ ‘positive self-presentation’
and ‘negative other presentation’ in Extract
54’s discursive ideas about cultural
oppression. Hughes depicted Black self-
identity using traditional African scenery
(e.g., jungle tom-toms-line 1 and wild hot
moons-line 2). Hughes compares the African
cultural heritages that beat in my blood (line
1) and shine in my soul (line 2) to the
American cultural scene that is so hard,
strong, and cold (lines 5-7) to show his pride
in his cultural legacy and his concerns about
dominant American culture (lines 4-7).
Hughes uses severely negative terms (e.g.,
hard-line 5 and cold-line 7) to highlight
Whites’ civilisation’s negativity, reinforcing
his deep connection to his African culture,
which runs in his blood (line 1) and soul (line
3). We argue that Hughes’ comparative
impression of African culture’s warmth and
American civilization’s coldness is an
immediate consequence of his anxiety over
Blacks’ involvement in such a hard and strong
(lines 5-6) society. Hughes believed that
Blacks would be quickly civilised and cold by
the dominating American culture since they
had lost their African culture.

5.1.5 Oppression by Deprivation

Hughes’ poetry depicts the oppression
that black people face daily because of
deprivation, including a lack of respect,
dignity, and necessities. The rejection of
Black people’s fundamental rights is a key
theme in Hughes’ poetry, which shows how
White racial policies perpetuate the Black

people’s inferiority complex and white
supremacy. Extract 5.5 from Hughes’ poem
Porter demonstrates his reverence for the
Black people’s inherent worth.

Extract 5.5

1 | must say

2 Yes, sir,

3 To you all the time.

4 Yes, sir!

5 Yes, sir!

6 All my days

7 Climbing up a great big mountain

8 Of yes, sirs!

(Hughes, 1994: 116)

Examining the power dynamics in
Extract 5.5 demonstrates the impact of
Whites’ power on Black self-esteem. The
authority of whites can be exposed using
Fairclough’s (1989) transitivity pattern in the
power relations analysis of the extract. The
deontic modal auxiliary ‘must' (line 1) is used
only once, yet it creates the impression of the
Blacks’ duty throughout the clause (lines 1-3).
Simpson (1993) defined deontic modality as a
speaker’s attitude toward the level of
obligation associated with performing specific
actions. Consequently, blacks must address
whites as sirs (line 8) because they are in
positions of authority. Blacks’ devotion to this
language behaviour displays their lack of
agency  while  demonstrating ~ Whites’
authority. As the discourse reflects the social
structure, the recurrence of ‘Yes, sir!’ (lines 2,
4, 5, and 8) reveals the high level of devotion
that blacks are expected to demonstrate
toward authoritative whites.

5.2 A More Equitable Social Reality
in the United States—the Pluralistic
Politics Advocated in Hughes’ Poetry

Hughes’ poetry helps address Black
people’s conflicting relations with the Whites
by creating a pluralistic  worldview.
Redistributing power among all ethnic groups
within one society is the basis of the
pluralistic framework proposed in his poems
to improve the prejudiced reality. Doing so
would keep these groups on equal grounds,
which would pave the way for a world in
which everyone has a voice and can pursue
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their passions. Hughes’ pluralistic
perspectives are supported by two pillars. One
is the pluralism of interest groups, which
advocates equal voting rights, civil rights, and
resource distribution. Regarding Hughes’
pluralistic perspective, the second pillar is
negotiation-based compromise, which

emphasises recognising and appreciating
differences while valuing commonalities.
Among the 40 poems chosen, there were 34
instances of pluralistic politics. The data
derived from the 40 poems in Table 2 show
the rising themes and frequency of Hughes’
pluralistic politics.

Table 2. Evolving thematic points in relation to pluralistic politics portrayed in Hughes’ poetry

Themes related to pluralistic politics n Percentage
1) Civil rights 8 23.53
2) Equal resource distribution 11 32.35
3) Equal voting rights 6 17.65
4)  Valuing commonalities and 9 26.47
respecting differences

According to the data presented in Table
2, the most common form of pluralistic
politics is equal resource distribution,
accounting for 32.35% of the total number of
instances. The likely explanation for this
relatively high percentage is that Hughes
appears to be cognizant of the situation that
blacks face, which is a lack of resources that
causes vulnerability. The following are the
valuing commonalities and  respecting
differences, which together accounted for
26.47% of the total. Hughes’ belief that
African culture is equivalent to white culture
may explain the high prevalence of this
pluralistic perspective. The data presented in
Table 2 demonstrates that the occurrence of
civil rights was also significant, accounting
for 23.53% of the total occurrences. Equal
voting rights are pluralistic politics that occur
the least frequently, accounting for 17.65% of
all instances. Voting is extremely important;
nevertheless, other pluralistic politics are
prioritised in terms of frequency since they
meet basic needs. The following subsections
discuss topics related to pluralistic politics.
Four extracts from the study’s sample were
analysed using Critical Discourse Analysis by
Fairclough and van Dijk as part of the theme
presentation.

5.2.1 Equal Resource Distribution

Hughes’ deep concern about the
distribution of power in American society
manifested itself in his poetry. Extract 5.6,
from Hughes” poem To Captain Mulzac,
highlights the unequal allocation of resources
between Blacks and Whites, which is a direct
result of unfair power distribution.

Extract 5.6

1 Formerly the beaten and the poor

2 Who did not own

3 The things they made, nor their own
lives—

4 But stood, individual and alone,

5 Without power—

(Hughes, 1994: 293)

Hughes, as indicated in this extract, has
pointed to the conflict of interest that has
occurred between Blacks and Whites,
resulting in Whites, the powerful group,
controlling resources while other powerless
groups are unable to protect their interests.
This pluralistic discourse, which incorporates
the argument over conflicts of interest among
diverse groups within one society, is
consistent with van Dijk (1987), who states
that groups live safely when they have access
to resources; however, when access is
threatened, they engage in disputes. Similarly,
the extract highlights blacks’ lack of agency,
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which has allowed the dominant group,
Whites, to monopolise resources.

Agency was evaluated by studying the
chains of negative lexicalisation (Fairclough,
2006) associated with blacks in this extract.
These negative lexical chains contain nouns
(e.g., the beaten and the poor-line 1). The
chains also comprised adjectives (e.g.,
individual and alone-line 4). They also
include negated structures with not (e.g., did
not own-line 2, nor their own lives-line 3, or
without power- line 5). ldeologically, the
extensive usage of chains of negated
lexicalisation to describe Black people
demonstrates their lack of agency because of
American society’s unequal power
distribution. As a result, their lack of
autonomy jeopardises their personal security
and assets (line 3). We suggest that Hughes’
recommendation to  reconsider  power
allocation among competing parties stems
from his reference to the consequences of
such unequal power distribution (lines 2-4).
Notably, resource allocation is significantly
affected by an unequal power distribution.

5.2.2 Civil Rights

Hughes’ pluralistic perspective includes
liberal democracy, which protects the civil
rights of all groups regardless of their ethnic
backgrounds. This ensures the involvement of
all ethnic groups in every element of life.
Sniderman et al. (1996) stressed the need to
grant all individuals equal rights, such as
freedom of thought, personal security, and
property protection. Extract 5.7 from Hughes’
poem Beaumont to Detroit: 1943 highlights
the exclusion of Black individuals from the
democratic realm. Simply put, black
individuals are denied equality, resulting in
their inability to compete with other groups
and acquire civil rights.

Extract 5.7

1 Yet you say we're fighting

2 For democracy.

3 Then why don't democracy

4 Include me?

(Hughes, 1994: 281)

Applying the discursive approach of
polarisation (van Dijk, 1997b) to analyse

Extract 5.7 demonstrates how Blacks are
portrayed as victims since they are unable to
protect their political interests. Thus, they
have been denied the opportunity to acquire
civil rights that would have enabled them to
become a powerful group (lines 3-4). Whites
are shown negatively for bringing blacks to
fight to further their own interests, as
indicated in the passage (line 1). Upon
returning to America after the war, black
individuals encountered a stark truth of
inequity. Whites’ assurances to black soldiers
that they would achieve freedom and have
common goals after the war were not
fulfilled. The Black persona, portrayed as a
victim, criticises the democracy of Whites
that excludes them. Extract5.7 highlights
Hughes’ pluralistic perspective as the most
effective way to safeguard Black civil rights.

5.2.3 Equal Voting Rights

Hughes’ poetry offers perspectives on
how to confront white supremacist beliefs.
Hughes, a pluralist, sees pluralism as an
action in his poetry, emphasising the political
rights that black people have been denied
because of white ideas and racial practices.
Extract 5.8 from Hughes’ poem Ballad of Sam
Solomon emphasises the Black community’s
desire to obtain their democratic right to vote.

Extract 5.8

1 Negroes never voted but

2 Sam said, It's time to go

3 To the polls election day

4 And make your choice known

5 Cause the vote is not restricted

6 To white folks alone.

(Hughes, 1994: 295)

Hughes expresses the concept of liberal
democracy in this extract, which grants all
diverse groups equal rights to participate in
the entire political process, including voting.
Pluralism is a democratic approach which
ensures that various groups freely express
their viewpoints (Longley and Kiberd, 2001).
Extract 5.8 illustrates the black community’s
fight for wvoting rights and the white
community’s efforts to prevent them from
participating in the political process by
denying them the right to vote. Whiteness
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glorifies and excludes others, allowing White
people to wield political power and achieve
dominance.

Applying van Dijk’s actor description
(van Dijk, 1997b) to this extract, the
demonstration of shared authority among
agents (Dahl, 1956) can be realised. The
portrayal of social actors in the extract
highlights the favorability of in-group and the
unfavourability of out-group identifications.
Blacks are depicted in this extract as actively
working to safeguard their interests (lines 2-
4), while whites are portrayed unfavourably
for imposing limits on other groups, such as
limiting voting rights to white individuals
only (lines 5-6). The method of actor
description in ideological stylistics reveals the
ideological battle between Blacks and Whites
in both poetic discourse and social reality. The
power construction process is controlled by
opposing interests, leading whites to
continuously strive to influence resources,
such as the voting rights of other groups.
Whiteness is attained by excluding black
individuals and depriving them of civil rights.
Hughes challenges the social reality governed
by white beliefs to transform it (lines 5-6).
Hughes’ poetry helps establish safe
environments for black individuals by
examining the elements of a societal structure
that favours white people.

5.2.4 Valuing Commonalities and
Respecting Differences

Hughes emphasised the importance of
highlighting shared values among different
ethnic groups in American society to
encourage mutual acceptance. Extract 5.9
from Hughes” poem America exemplifies
Hughes’ idea of creating a diversified society
in which power is equally shared among
different ethnic groups. The plural sense in
this extract implies harmonious connections
among all ethnic groups in a plural society.
Building diversity in America helps maintain
shared characteristics and distinctions among
many ethnic groups, leading to the
development of a thriving American society.

Extract 5.9

1 You and I,

2 You of the blue eyes

3 And the blond hair,

4 1 of the dark eyes

5 And the crinkly hair.

6 You and |

7 Offering hands

8 Being brothers,

9 Being one,

10 Being America.

(Hughes, 1994: 52)

Hughes’ depiction of diversity in
America is evident in this extract. Hughes
portrays a pluralistic America in which black
and white individuals have close ties, live as
equals, and work together for the country’s
success. Blackness and whiteness are equally
important in plural societies. Utilising van
Dijk’s  (1998) ideological square, the
examination of the polarised structure, in lines
1 and 6 of You and I, shows that both Black
and White are portrayed favourably. The
positive nature of this polarised structure
(lines 1 and 6) reflects Hughes’ ideological
position in diverse America in terms of style.
The main theme of this extract is the
increasing rationality expected to develop
because of the equal possibilities provided to
both Black and White individuals in the
suggested democratic plural American society
(lines 6-10). In this society, power is evenly
dispersed among all ethnic groups, ensuring
that blacks are no longer under risk. This
extract illustrates a utopian society that
creates secure environments for all ethnic
groups, eliminating any potential for opposing
interests.

7. Conclusion

This study examined 40 Langston
Hughes’ poems from the perspectives of van
Dijk and Fairclough to find a challenging
relationship between whites and blacks in the
United States, as well as Hughes’ pluralistic
perspectives as suggested in his poetry. The
findings of this study imply that the unjust
reality in American culture is a direct effect of
white-centered ideology. Whiteness notions
contribute to the establishment of white
supremacy and perpetuation of black
inferiority. Our findings suggest that the

HAYYHBIW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y ITPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



Hayuynblil pesyremam. Bonpocsl meopemuyeckoll u npukaadHoti aunzeucmuxu. T. 11, Ne3 2025 147
Research result. Theoretical and Applied Linguistics, 11 (3). 2025

inequitable reality portrayed in Hughes’
poetry stems from whites’ racist actions
against  blacks,  encompassing  racial
segregation, coercive oppression, deprivation,
cultural subjugation, and racial
discrimination. The data indicate that Hughes’
pluralistic paradigm encompasses interest
group pluralism, emphasising civil rights,
equitable resource distribution, and equal
voting rights. This framework perceives
compromise as a type of negotiation. Hughes’
pluralistic politics offer explanations for the
establishment of safe =zones within a
seemingly pluralistic society. This study
contributes novel insights into the existing
body of research on Hughes’ depictions of
social reality and pluralistic viewpoints. We
aim to demonstrate how Hughes’ poetry
encapsulates the social dynamics of
competing whiteness and blackness, along
with his pluralistic suggestions for enhancing
reality, thereby contributing to an expanding
corpus of knowledge.

However, this study had a few
limitations. The study included a limited
sample of 40 poems. Given the qualitative
nature of this study, we prioritised selecting
examples with significant information for
comprehensive  analysis  rather  than
emphasising data quantity. Another limitation
was the narrow scope of issues, encompassing
racist actions and pluralistic politics. This
study prompts a reevaluation of Hughes’
political ideologies and the contentious
dynamics between whiteness and blackness in
America. Future research may enhance the
existing knowledge on this issue by exploring
intrinsic political ideologies within poetry.
Potential avenues for additional research
involve analysing this context and considering
emerging ideologies concerning whiteness.
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